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Proportional Optimization and Fairness
To My Inka i Michał
If the beginning provides countless possibilities, then why not to start with few questions? Why are cars of different colors spread along an assembly line rather than batched together in a single long sequence of the same color? How to make equal priority jobs progress at the rates proportional to their lengths so that a job twice the length of another one gets a shared resource allocated twice the time of the other job up to any point in time? Or a client who pays three times more for its computations than another client gets its computations to progress three times faster than the other client’s by getting more processor and bandwidth allocations? How to make sure that the Internet gateway bandwidth is shared fairly so that the community sharing the network is not reduced to few getting all and most nothing? All these questions deal with proportional representation either according to the demand for particular car color, or according to the job length or its right to resources, or according to the reciprocal of the packet size to name just few. They are fundamental even more so today when we are surrounded by systems enabled by technology to work in a just-in-time mode since this mode very principle requires a steady, smooth, and evenly spread progress of tasks in time. The progress is proportional to the demand for the tasks’s outcomes.

As a thinker and futurist Alvin Toffler [1] in his Financial Times interview points out “Global positioning satellites are key to synchronising precision time and data streams for everything from mobile phone calls to ATM withdrawals. They allow just-in-time productivity because of precise tracking.”

What is somewhat surprising is that all these questions that seem so far apart have similar underlying framework, which is simply speaking to build a finite or infinite often cyclic sequence; we shall refer to it as a just-in-time sequence, on a finite n letter alphabet where each letter is spread “as evenly as possible” and occurs with a given rate or a given number of times. The problem of finding such a sequence is not only a mathematical one since there is no mathematical definition of “as evenly as possible” that would satisfactorily capture the challenge behind this phrase. The problem can find many mathematical formulations, but none will probably satisfy all. Thus, one way of approaching the problem is to use the well-known apportionment theory and especially its house monotone methods to build the desired just-in-time sequence.
The apportionment problem has its roots in the proportional representation system designed for the House of Representatives of the United States where each state receives seats in the House proportionally to its population. The theory has been in the making for more than 200 years now and its exciting story as well as main results can be found in an excellent book by Balinski and Young [2], see also more recent book by Young [3], and Balinski’s popular introduction in [4]. The title of Balinski and Young’s book speaks for itself: “Fair Representation: Meeting the Ideal of One Man, One Vote.” Its main underlying message is that the ideal is not one but many and that we can only hope to agree on one by stating some “obvious” axioms that it must meet and then find a method that would deliver a solution meeting these axioms, or to prove that one does not exist. This process may, however, not save us from falling into various anomalies that do not contradict the axioms yet may be at odds with the commonly accepted sense of fair representation.

This book argues that the apportionment methods, in particular the John Quincy Adams’s and the Thomas Jefferson’s, have been widely, yet unknowingly, rediscovered and used in resource allocation and sequencing computer, manufacturing, and other real-life technical systems. Sometimes without a clear understanding of what solutions they lead to in terms of their properties. The properties which have been well researched and known from the apportionment literature but missing in the technical one, either computer science or operations research. This lack of proper context may have resulted, as we argue in some parts of this book, in overlooking other apportionment methods, in particular the Daniel Webster’s method, that may offer a number of additional attractive properties, like being better balanced than either the Adams’s or the Jefferson’s.

The axiomatic approach favored by the apportionment theory for the proportional representation systems is preferred over an optimization approach championed by operations research scientists since the problem with the latter approach is in the words of Balinski and Young from [2] as follows: “The moral of this tale is that one cannot choose objective functions with impunity, despite current practices in applied mathematics. The choice of an objective is, by and large an ad hoc affair… Of much deeper significance than the formulas that are used are the properties they enjoy.”

We think, however, that in order to adequately address the proportional representation problems listed at the beginning of this preface and others we need to study them not only through the apportionment theory but through optimization as well. After all the questions of quantifying excess inventory and shortage in just-in-time manufacturing, the throughput error in stride scheduling, or the relative and absolute bounds in fair queueing are clearly important. By doing so, we also realize that the optimization reveals a new role of the well-known apportionment methods, the Webster’s method in particular. The optimization moreover reveals connections with the well-known and still open mathematical conjectures as the Fraenkel’s Conjecture, see Tijdeman [5] for a brief account and Chap. 6, finally it relates to the multimodular functions minimization, introduced by Hajek [6] and later developed by Altman et al. [7], which aims at evenly spreading the demand and workload in computer and supply chains.
The question of which objective function to choose we settle by choosing either total deviation or maximum deviation objective functions. Our solution method is general enough to include a large class of point deviation functions. The choice of objective functions follows sometime the choice made by Monden who, in his seminal book [8], described the Goal Chasing Method of Toyota by using the square point deviation function which apparently follows the minimization of square error in the least squares method of Carl Friedrich Gauss. The attractive feature of this optimization is that it can be done efficiently, though certain intriguing computational complexity issues remain open, and produce solutions which have many though not all, by the Impossibility Theorem of Balinski and Young [2], desirable properties identified by the theory and practice of apportionment.

The book intends to chart a solid common ground for discussing and solving problems ranging from sequencing mixed-model just-in-time assembly lines, through just-in-time batch production, balancing workloads in event graphs to bandwidth allocation in the Internet gateways and resource allocation in operating systems. From problems in mathematics of social sciences through operations research and computer science problems, it argues that the apportionment theory and the optimization based on deviation functions provide natural benchmarks in this process. However, the process has just started and this book is to provide just a small stepping stone on the way to this common ground. Needless to say it will be a great pleasure for the author if the book’s topic finds its followers.

The book includes mostly very recent results – some of them published recently, some of them new and yet unpublished. It includes ten main chapters. Chapter 2 briefly reviews main results of the apportionment theory used in the remainder of the book. It emphasizes the axiomatic approach to the apportionment problem and to the construction of the just-in-time sequences. The approach relies on the divisor methods, in particular parametric methods advocated by Balinski and Young [2], and their desirable properties embedded in the resulting just-in-time sequences. Chapter 3 considers the problems of deviation minimization, the total and the maximum deviation, as tools for obtaining just-in-time sequences. It formulates these problems as nonlinear integer optimization and presents efficient algorithms for their solution. The algorithms are based on the concept of ideal positions, closely related to the Webster’s apportionment method. They transform the deviation minimization problems to either the assignment or the bottleneck assignment problem, respectively, and then solve the latter. The algorithms run in time which is polynomial in the length of the outcome just-in-time output sequence. Chapter 4 proves that there exist cyclic solutions that minimize the total deviation for symmetric point deviation functions, the same is shown for the maximum deviation. It also proves that limiting optimization to the sequences with the bottleneck deviation not exceeding 1 renders some functions of point deviation equivalent. The oneness property claims that limiting search for optimal just-in-time sequences to those with bottleneck not exceeding 1 will be optimal in general. However, the chapter shows that all optimal just-in-time sequences for some instances may have the bottleneck deviation higher than 1 – thus showing that the oneness does not hold generally. Chapter 5 gives a more efficient algorithm for the maximum absolute deviation (referred to
as bottleneck) deviation. The absolute value function of deviation results in optimal bottleneck being always less than 1, and allows to develop strong upper and lower bounds on the optimal bottleneck. These bounds and other properties of the bottleneck optimal just-in-time sequences are used in the application to the Liu–Layland problem, stride scheduling, fair queueing, and others in the subsequent chapters. Chapter 5 also shows that the optimal bottleneck just-in-time sequences for \( n = 2 \) are in fact Webster’s sequences of apportionment and the most regular words at the same time; thus, they optimize the throughput of any two cyclic process sharing a common resource. This new observation underlines again the advantages of the Webster’s sequences for other than apportionment problems. Chapter 6 further exploits the properties of just-in-time sequences with small bottleneck deviations, which are understood as those less than \( \frac{1}{2} \). The question is what are the instances that admit this small bottleneck deviation? The answer given in the chapter is that there is only one, called the power-of-two instance that results in this small bottleneck deviation for \( n \geq 3 \). The chapter also shows the connection between the small bottleneck deviation problem and the famous Fraenkel’s Conjecture, which states that the only distinct rates for which it is possible to build a balanced word on three or more letters come essentially from the power-of-two instances. Finally, the chapter presents the small bottleneck problem in the broader context of regular sequences and multimodular functions they minimize. The applications of multimodular functions to workload balancing in event graphs (for instance the queues and supply chains) are also discussed in the chapter. Chapter 7 addresses the response time variability minimization problem, where the average response time for a client is a reciprocal of its desirable rate. Thus, being as close as possible to the average response time aims at achieving the “as evenly as possible” goal. The response time variability is one of the main objectives in stride scheduling as well. The chapter shows that the problem is NP-hard, proposes exact and heuristic solutions, and reports computational experiments with the latter. Chapter 8 proves that the optimal bottleneck sequences make tasks progress at the rates close enough to the tasks’ processing time to request interval ratios so that they solve the Liu–Layland problem – likely the best known scheduling problem in the hard real-time systems. It also gives necessary conditions for the apportionment divisor methods to solve the Liu–Layland problem, and proves that the quota-divisor methods solve the Liu–Layland problem as well. Finally, the chapter presents solutions to some special cases of the pinwheel scheduling problem given by the bottleneck optimal just-in-time sequences. Chapter 9 focuses on the problem of constructing just-in-time sequences for supply chains so that the temporal capacity constraints imposed by suppliers are respected. The constraints are modeled by giving the limiting, supply-dependent proportions \( p: q \) that stipulate that at most \( p \) out of any \( q \) models delivered by the supply chain must be supplied by a particular supplier. Though the problem of finding such a sequence is NP-hard in the strong sense the chapter discusses a number of approaches: synchronized delivery and periodic synchronized delivery for better balancing workloads in supply chains. Finally, the chapter points out a potential for using tools developed by the combinatorics on words to design the just-in-time sequences having desirable properties, and discusses the class of balanced
words in this role in more detail. Chapter 10 looks into the problem of fairness in fair queueing and stride scheduling. It shows that both use the Jefferson’s and Adams’s method of apportionment, and both are peer-to-peer fair. However, the chapter also argues that the Webster’s method could prove a better yet untested choice for fair queueing and stride scheduling. The chapter gives also a closer look at the measures and criteria typically used in the fair queueing and stride scheduling and analyzes them using the apportionment theory and just-in-time optimization tools developed in Chaps. 2, 5, and 7. Finally, Chap. 11 extends the models developed in Chaps. 2, 3, and 9 to manufacturing environments with variable processing and set-up times. This is a departure from the usual assumption of negligible variability resulting in an simplification, often criticized, of unit times and synchronized lines assumed in the applications of just-in-time sequences. The chapter’s approach is based on batching to smooth out the variability of processing and set-up times, and then on sequencing the batches to minimize the total deviation or alternatively to gain the advantages of the Webster’s method. The approach is applied to a real-life problem arising in an automotive pressure hose manufacturer. The computational experiments with both algorithms are also presented in the chapter.
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Chapter 1
Preliminaries

This chapter briefly reviews the basic terminology and notation used in the book. We begin with some notation and terminology borrowed from the formal language theory, see for instance Hopcroft and Ullman [9].

An alphabet $\mathcal{A} = \{a_1, \ldots, a_n\}$ is a finite non-empty set of symbols. A word (or sequence) $S$ (we also use small $s$ to denote sequence) over $\mathcal{A}$ is any finite sequence of symbols from $\mathcal{A}$. The length of $S$, that is the number of symbol occurrences in $S$, is denoted by $|S|$. The empty word, denoted by $\Lambda$, is the unique word over $\mathcal{A}$ of length 0. The word

$$S = s_1s_2 \cdots s_m$$

where $s_i \in \mathcal{A}$ for $i = 1, \ldots, m$ will also be denoted as

$$S = s_1 \rightarrow s_2 \rightarrow \cdots \rightarrow s_m.$$

The index $i$ will be called the position of the letter $s_i$ in the word $S$. If word $S = S_1S_2$ is the concatenation of words $S_1$ and $S_2$, then $S_1$ is called a prefix of $S$, and $S_2$ is called a suffix of $S$. For $k = 1, \ldots, |S|$, the prefix made up of the first $k$ symbols of a non-empty word $S$ is referred to as the $k$-prefix. For a word $S$ and a non-negative integer $m$, the concatenation $m$ times of $S$ will be denoted as follows

$$SS\ldots S = (S)^m = S^m.$$

The infinite repetition of word $S$ will be denoted by

$$S^\infty,$$

and then $S$ is called a cycle of $S^\infty$. For

$$S = s_1s_2 \cdots s_m$$

its mirror reflection $S^R$ is

$$S^R = s_m \cdots s_2s_1.$$
A sequence $S$ is a palindrome if there is a sequence $W$ such that

\[ S = WW^R. \]

We denote by $\mathcal{A}^*$ the set of all finite words over $\mathcal{A}$. The number of occurrences of a given symbol $a \in \mathcal{A}$ in a word $S \in \mathcal{A}^*$ is denoted by $|S|_a$. Any occurrence of a given symbol $a$ in sequence $S$ will also be referred to as a copy of the symbol.

The Parikh vector associated with a word $S \in \mathcal{A}^*$ with respect to the alphabet $\mathcal{A} = \{a_1, \ldots, a_n\}$ is

\((|S|_{a_1}, \ldots, |S|_{a_n})\).

A factor (subsequence) of length (size) $b \geq 0$ of $S = s_1s_2\cdots s_m$ is a word $x$ such that $x = s_{i} \ldots s_{i+b-1}$.

We denote by $\mathbb{R}$, $\mathbb{Z}$, and $\mathbb{N}$ sets of real, integer, and natural numbers, respectively. Let $\{a_1, \ldots, a_n\}^\mathbb{Z}$ be the set of infinite sequences on the alphabet $\mathcal{A} = \{a_1, \ldots, a_n\}$. For the letter $a_i$ and an infinite sequence $S \in \{a_1, \ldots, a_n\}^\mathbb{Z}$ let $I(S,a_i) \in \{0,1\}$ be the indicator in $S$ of the letter $a_i$, that is $I(S,a_i)_j = 1$ if and only if $s_j = a_i$.

Let $d_1, \ldots, d_n$ be $n \geq 1$ positive integers called demands (or model demands) and let the alphabet $\mathcal{A} = \{1, \ldots, n\}$. This particular alphabet will be most often used in the book. Any letter $i \in \mathcal{A}$ will also be referred to as a model $i$, or a client $i$, or a state $i$, or a queue $i$ depending on the context of our discussion. The vector $d = (d_1, \ldots, d_n)$ will be referred to as the vector of demands. We use the bold notation $\mathbf{d}, \mathbf{p}, \mathbf{a}$, etc. for vectors in the book. We define the total demand

\[ D = d_1 + \cdots + d_n, \]

and the rates

\[ r_i = \frac{d_i}{D} \]

for letters $i = 1, \ldots, n$. The vector of demands is called a standard instance if $0 < d_1 \leq d_2 \leq \cdots \leq d_n$, $n \geq 2$, and the greatest common divisor of $d_1, d_2, \ldots, d_n, D$ is 1, that is $\gcd(d_1, \ldots, d_n, D) = 1$.

Consider the set $JIT$ of words on $\mathcal{A}$ all having their Parikh vectors with respect to $\mathcal{A}$ equal $d = (d_1, \ldots, d_n)$. Any, $S \in JIT$ will be referred to as a just-in-time sequence or a just-in-time word for demand vector $d$, or simply just-in-time sequence. For $S \in JIT$, let $x_{i,k}$ be the number of letter $i \in \mathcal{A}$ occurrences in the $k-$ prefix, $k = 1, \ldots, D$ of $w$. We also write $x_{i,k}$ instead of $x_{i,k}$.

The floor function $\lfloor x \rfloor$ of $x$ is the greatest integer less than or equal to $x$. The ceiling function $\lceil x \rceil$ is the least integer greater that or equal to $x$, see Graham et al. [10] for more on these functions. The nearest integer function $[x]$ or $[x]_{\frac{1}{2}}$ is the integer closest to $x$ when the fractional part of $x$ is equal to $\frac{1}{2}$ we round downward.
unless otherwise specified. The $|x|$ denotes the absolute value of any real $x$. Though, we use the same notation $|.|$ for both the absolute value and the sequence length the context will clearly indicate which of the two applies.

The least common multiple of integers $n_1, \ldots, n_m$, $m \geq 1$, will be denoted by $\text{lcm}(n_1, \ldots, n_m)$. The greatest common divisor of non-zero integers $n_1, \ldots, n_m$, $m \geq 1$, will be denoted by $\text{gcd}(n_1, \ldots, n_m)$. The notation $d_i \nmid D$ for positive integers $d_i$ and $D$ means that $d_i$ does not divide $D$.

The infimum or greatest lower bound of a subset $R$ of real numbers is denoted by $\inf(R)$ and is defined to be the biggest real number that is smaller than or equal to every number in $R$. If no such number exists (because $R$ is not bounded below), then we define $\inf(S) = -\infty$.

Further terminology and notation will be introduced through the book.
Chapter 2
The Theory of Apportionment and Just-In-Time Sequences

2.1 Introduction

The apportionment problem and theory have their roots in the proportional representation system intended for the House of Representatives of the United States where each state receives seats in the House proportionally to its population. This chapter reviews these results of the apportionment theory that are most relevant to the topic of just-in-time optimization. It follows the excellent expositions of the basics of the theory presented in the books by Balinski and Young [2], and Young [3]. However, the chapter also includes new results obtained since these publications – especially in the context of the theory’s new applications presented in this book.

The apportionment theory has been developed to address the problem of fair representation or “meeting the ideal of one man, one vote” as Balinski and Young put it in the title of their book. This ideal is clearly a fundamental one yet, as one feels, unattainable, and thus the apportionment problem is not just a problem in mathematics.

This book looks at this ideal in a broader than just political context in order to recognize the ideal’s universality. For instance, the clients or virtual clients paying for the executions of their jobs in today’s distributed computational economies, see for instance Waldspurger et al. [11], expect a fair implementation of these virtual economies – the clients demand a fair representation in terms of resource allocations to their jobs so that the ideal of one currency unit spent equals any other spent in the same distributed economy is met. Thus, a client who pays twice as much for its job execution as another one would like to see its job progressing at twice the rate of the other client’s similar job at any time. Another example is a protection mechanism against antisocial behavior of individual hosts on the Internet and in other networks, see Nagle [12]. There, the apportionment methods can be used to establish an accepted norm for a good behavior and can lead to the whole network increased stability. There are volume differences too, the apportionment methods used traditionally in proportional election or representation system are usually called to work every 4–5 years, whereas the same methods would be called millions of times...
The Internet proving their application huge volume. This volume requires such apportionment methods that are computationally extremely efficient and relay on just few data in making online decisions as to who will receive the resources next. Fortunately, most apportionment methods, the divisor methods and in particular parametric methods for instance, satisfy all these conditions. Thus, the apportionment theory is where we feel any discussion of proportional representation should start.

Section 2.2 defines the apportionment problem. Section 2.3 introduces the basic axioms of the apportionment theory. These include the basic exact, anonymous and homogenous apportionments as well as population monotone apportionments introduced to avoid undesirable anomalies. Section 2.4 presents the divisor methods of apportionment. These are the only apportionment methods that deliver population monotone apportionments. Section 2.5 discusses incompatibility of being population monotone and staying within a quota properties of apportionment. Section 2.6 focuses on these features of divisor methods that encourage coalitions and schisms. Section 2.7 shows how to construct the just-in-time sequences using the house monotone apportionment methods. Section 2.8 discusses the desirable properties of just-in-time sequences inherited from the parametric apportionment methods. The properties include periodicity and various symmetries. Finally, Sect. 2.9 discusses the consistency with a standard two-state solution which is unique for the Webster’s method of apportionment.

2.2 The Apportionment Problem

The instance of the apportionment problem is defined by the integer house size \( h \geq 0 \) and a positive real vector of state populations:

\[
p = (p_1, p_2, p_3, \ldots, p_s) > 0.
\]

(2.1)

An apportionment of \( h \) seats among \( s \) states is an integer vector

\[
a = (a_1, a_2, a_3, \ldots, a_s) \geq 0
\]

(2.2)

such that \( \sum_{i=1}^{s} a_i = h \).

Let the total population be

\[
P = \sum_{k=1}^{s} p_k.
\]

A “fair” share of state \( i \) seats is its quota

\[
q_i = \frac{p_i h}{P}.
\]
However, the quota vector
\[ q = (q_1, q_2, q_3, \ldots, q_s) \]
may be fractional and thus not an apportionment. We sometimes use the notation \( a^h \) and \( q^h \) instead of \( a \) and \( q \), respectively to emphasize that the latter two vectors correspond to the house of size \( h \). We refer to
\[ \lfloor q_i \rfloor = \left\lfloor \frac{p_i h}{P} \right\rfloor \]  
(2.3)
as the lower quota of state \( i \) and to
\[ \lceil q_i \rceil = \left\lceil \frac{p_i h}{P} \right\rceil \]  
(2.4)
as the upper quota of the state.

The solution to the apportionment problem is found by an apportionment method \( M \). The method maps the vector \( p \) and the house size \( h \) into a set \( M(p, h) \) of apportionments \( a \) that satisfy the condition (2.2).

### 2.3 Which Apportionment?

The definition of the apportionment problem given in (2.2) may result into trivial though unacceptable, for instance socially, solutions which need to be ruled out from further consideration. This is done by imposing axioms that define what is socially acceptable as properties of an apportionment. However, we believe that these properties should hold for other applications of the apportionment theory as well. We begin with the basic properties.

#### 2.3.1 The Basics: Exact, Anonymous and Homogeneous Apportionments

We call the method \( M \) exact if
\[ (q_1, \ldots, q_s) \in M(p, h) \] whenever quota \( q_i = \frac{p_i h}{P} \) is an integer for all \( i \),
and this solution is unique. A method is anonymous if for any permutation \( \pi \) of the states \( 1, \ldots, s \) we have
\[ (a_1, a_2, a_3, \ldots, a_s) \in M((p_1, p_2, p_3, \ldots, p_s), h) \]
if and only if
\[(a_{\pi(1)}, a_{\pi(2)}, a_{\pi(3)}, \ldots, a_{\pi(s)}) \in M((p_{\pi(1)}, p_{\pi(2)}, p_{\pi(3)}, \ldots, p_{\pi(s)}), h)\]
for all population vectors \( p \) and house sizes \( h \). That is permuting the state populations results in apportionments that are permuted the same way.

An apportionment method \( M \) is **homogeneous** if for any \( p \) and \( h \) one requires \( M(p, h) = M(\lambda p, h) \) for any positive rational number \( \lambda \).

We continue the list of axioms with the not-so-obvious ones. These came to the attention of politicians and researchers as a result of infamous paradoxes or anomalies that lead to abandoning some earlier used apportionment methods. The new axioms were then formulated to protect against these paradoxes. We begin with the most famous one, the Alabama paradox, and its remedy, namely the house monotone methods.

### 2.3.2 House Monotone Apportionments

Any apportionment method \( M(p, h) \) that gives an apportionment vector \( a \) for the house size \( h \) and the population vector \( p \), and an apportionment vector \( a' \geq a \) for the house of size \( h' = h + 1 \) and the same population vector \( p \) is said to be **house monotone**. Precisely, a method \( M \) is house monotone if for every \( p \) and \( h \) if \( a \in M(p, h) \), then there is \( a' \in M(p, h+1) \) such that \( a' \geq a \). This book relies on apportionment methods for iteratively building sequences which requires the house size \( h \) to grow. Thus, only house monotone methods are relevant for our discussion since they allow to extend a sequence without any change to it, that is to what has already been built. All divisor methods defined later in Sect. 2.4.1 are house monotone. There are, however, historically important apportionment methods that are **not** house monotone. The Alexander Hamilton’s method, known also as the largest reminder method is an example of an apportionment method that is not house monotone. The Hamilton’s method lead to the infamous paradox of Alabama in 1882, when a larger size of the House gave fewer seats to the state of Alabama. The method’s failure to be house monotone can be illustrated by the following example with the population vector \( p = (6, 6, 1) \). The house size \( h = 5 \) results in quotas \( \frac{6 \times 5}{13} = 2 \frac{4}{13} \) for the first two states and quota \( \frac{5}{13} \) for the third state, thus according to the Hamilton’s method the apportionment is \( (2, 2, 1) \) since each state gets its whole number of seats, that is 2, 2 and 0 respectively, first, and then since the total number of seats apportioned is one less than the house size, the difference goes to the state with the largest remainder, that is to the third state. Now, let us increase the size of the house to \( h = 6 \). Then, the quotas are \( \frac{6 \times 6}{13} = \frac{36}{13} = 2 \frac{10}{13} \) for the first two states and \( \frac{6}{13} \) for the third. Then, the Hamilton’s method results in the apportionment \( (3, 3, 0) \). Thus, the third state losses its only seat in a larger house – an example of the Alabama paradox.

An even stronger axiom is the following **population monotone** axiom.
2.3 Which Apportionment?

2.3.3 Population Monotone Apportionments

The Alabama paradox reveals anomalies that some apportionment methods exhibit whenever the size of the house $h$ grows. However, it is not the only anomaly encountered in the theory of apportionment. Other anomalies may show in case of rapid changes in populations. One such anomaly is the population paradox, which happens whenever an apportionment method is not able to ensure that if the state $i$ population increases and the state $j$ population decreases, then state $i$ gets no fewer seats and state $j$ gets no more seats with the new populations than they do with the original ones and the unchanged house size $h$. To avoid this population paradox as well as other paradoxes the population monotone apportionment methods have been introduced. Formally, the method is population monotone if for any two vectors of populations $p, p' > 0$, house sizes $h$ and $h'$, and vectors of apportionments $a \in M(p, h)$, $a' \in M(p', h')$ the following implication holds

$$\frac{p_i'}{p_j'} \geq \frac{p_i}{p_j} \Rightarrow \begin{cases} 
\neg(a'_i < a_i \land a'_j > a_j) \\
or \\
\frac{p_i'}{p_k'} = \frac{p_i}{p_j} \text{ and } a'_i, a'_k \text{ can be substituted for } a_i, a_j \text{ in } a
\end{cases}. \quad (2.5)$$

The population monotone apportionment methods also avoid the new states paradox that may arise whenever the states join the union. The new states paradox consists in the following. Suppose a state $s + 1$ joins in the union of $s$ states. Then, this paradox happens whenever there are two states $i$ and $j$ of the old union such that one of them loses seats and the other gains seats. The population monotone apportionment methods avoid also the seceding states paradox. Suppose a state $k$ secedes from the union of $s$ states. Then, the paradox happens if there are two states $i$ and $j$ other than $k$ such that one of them loses seats and the other gains seats.

The next class of methods ensures that an apportionment that is satisfactory for all states remains so for any subset of states considered alone. For instance two competing jobs may monitor their own progress and compare it with each other irrespective of other jobs being present in the system and competing for the same resources, see the peer-to-peer fairness in Chap. 10. The uniform apportionment method ensures their satisfaction irrespective of other jobs.

2.3.4 Uniform Apportionments

An apportionment method is said to be uniform if it ensures that an apportionment $a = (a_1, a_2, \ldots, a_s)$ of $h$ seats of the house among states with populations $p = (p_1, p_2, \ldots, p_s)$ will stay the same whenever it is restricted to any subset $S$ of these states and the house size $\sum_{i \in S} a_i = h'$. In other words, if for every $t$, $2 \leq t \leq s$, $(a_1, \ldots, a_s) \in M((p_1, \ldots, p_s), h)$ implies $(a_1, \ldots, a_t) \in M((p_1, \ldots, p_t), \sum_{i=1}^t a_i)$ and if also $(b_1, \ldots, b_t) \in M((p_1, \ldots, p_t), \sum_{i=1}^t a_i)$, then $(b_1, \ldots, b_t, a_{t+1}, \ldots, a_s) \in$
Each uniform method can be obtained by using a \textit{rank-index} function. The rank-index functions will be defined in Sect. 2.4.3.

Finally, the quota satisfaction property. This property however is at odds with population monotonicity, see the Impossibility Theorem 2.4.

\subsection*{2.3.5 Apportionments Satisfying Quota}

The apportionment of \(a_i\) seats to state \(i\) satisfies the \textit{lower quota} for population vector \(p\) and house size \(h\) if and only if

\[\lfloor q_i \rfloor \leq a_i, \tag{2.6}\]

and it satisfies the \textit{upper quota} if and only if

\[a_i \leq \lceil q_i \rceil. \tag{2.7}\]

The \(a_i\) satisfies the \textit{quota} if it simultaneously satisfies the lower and the upper quota, that is

\[\lfloor q_i \rfloor \leq a_i \leq \lceil q_i \rceil. \tag{2.8}\]

The apportionment vector \(a\) satisfies the quota if and only if it satisfies simultaneously the lower and the upper quota for all states. The method \(M(p, h)\) satisfies the quota if each apportionment vector \(a \in M(p, h)\) satisfies the quota for any \(p\) and \(h\).

Though it may appear natural to request that an apportionment method stays within the quota this request has been virtually rejected by the apportionment theory since it can not be simultaneously met with the requirement of population monotonicity. The latter is considered more important for the apportionment. However, staying within the quota gains importance in just-in-time applications where it may be argued as being more important than population monotonicity due to its ability to closely track a target value.

We now turn to the apportionment methods themselves.

\section*{2.4 Apportionment Methods}

\subsection*{2.4.1 Divisor Methods}

One can argue that the most successful approach to apportionment is based on a deceptively simple and unquestionably natural idea that calls for calculating the ideal district size \(x\), or a divisor, that is the number of voters a single seat in the house ideally represents, and then checking how many such ideal districts fit into each state population. This latter number called quotient is then rounded to give the
state apportionment. The nature of the game thus consists in doing the rounding – the way the rounding is done defines a divisor method. However, irrespective of the rounding the following result underlines the importance of divisor methods.

**Theorem 2.1.** An apportionment method is population monotone if and only if it is a divisor method.

The proof of this theorem can be found in Balinski and Young [2]. Formally, a divisor method finds proportional share of $h$ seats by finding an ideal district size, or divisor $x$, then computing the quotients $q_i^x$ of each state

$$q_i^x = \frac{p_i}{x},$$

(2.9)

and finally rounding them according to some rounding rule. The sum of all rounded quotients must equal $h$. There are many ways to round the quotient. Any rounding procedure can be described by specifying a dividing point $d(a)$ in each interval of quotients $[a, a + 1]$ for each non-negative integer $a$.

Define a divisor function $d$ to be any monotone, real-valued function defined for all integers $a \geq 0$ such that $a \leq d(a) \leq a + 1$ and such that there exists no pair of integers $b \geq 0$ and $c \geq 1$ with $d(b) = b + 1$ and $d(c) = c$. This last condition implies that $d$ is strictly increasing, and $k + 1 > d(a + k) - d(a) > k - 1$ for any $a \geq 0$ and $k \geq 1$. Any divisor function $d$ can be used to define the $d$-rounding of a real number $y \geq 0$ as follows

$$[y]_d = \begin{cases} 0 & \text{if } 0 \leq y \leq d(0), \\ a & \text{if } d(a - 1) \leq y \leq d(a). \end{cases}$$

The $[y]_d$ is unique for any $y \neq d(a)$ for all integer $a \geq 0$. However, the threshold $y = d(a)$ can be either rounded down to $a$ or up to $a + 1$.

The divisor method based on $d$ is thus defined as follows:

$$M(p, h) = \left\{ a : a_i = \left[ \frac{p_i}{z} \right]_d \quad \text{and} \quad \sum_{i=1}^{s} a_i = h \quad \text{for some} \quad z > 0 \right\}. \quad (2.10)$$

From (2.10) we have $d(a_i - 1) \leq \frac{p_i}{z} \leq d(a_i)$ for any $a_i > 0$ and $\frac{p_i}{z} \leq d(a_i)$ for $a_i = 0$, for some $z > 0$. Therefore,

$$\min_{a_i > 0} \frac{p_i}{d(a_i - 1)} \geq z \geq \max_{a_i \geq 0} \frac{p_i}{d(a_i)}.$$  

Observe that there usually is a closed interval of $z$ values that satisfy these inequalities, however, they all give the same apportionment, see Young [3]. We assume here that $\frac{p_i}{z}$ is defined and arbitrary large. The divisor method based on $d$ can then be defined alternatively by a min–max relationship as follows.

$$M(p, h) = \left\{ a : \min_{a_i > 0} \frac{p_i}{d(a_i - 1)} \geq z \geq \max_{a_i \geq 0} \frac{p_i}{d(a_i)} \quad \text{and} \quad \sum_{i=1}^{s} a_i = h \right\} \quad (2.11)$$

where $p_i > p_j$ implies $\frac{p_i}{z} > \frac{p_j}{z}$. 

Table 2.1 The best known divisor methods

<table>
<thead>
<tr>
<th>Method’s name</th>
<th>Adams</th>
<th>Dean</th>
<th>Hill</th>
<th>Webster</th>
<th>Jefferson</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(a)$</td>
<td>$a$</td>
<td>$\frac{a(a+1)}{a+1/2}$</td>
<td>$\sqrt{a(a+1)}$</td>
<td>$a+1/2$</td>
<td>$a+1$</td>
</tr>
</tbody>
</table>

- $d(9) = 9$
- $d(8) = 8$
- $d(7) = 7$
- $d(6) = 6$
- $d(5) = 5$
- $d(4) = 4$
- $d(3) = 3$
- $d(2) = 2$
- $d(1) = 1$
- $d(0) = 0$

Fig. 2.1 The dividing points for the five divisor methods in Table 2.1. The order of the methods, for the left to right, follows the order in the table

Table 2.1 shows the $d(a)$ function of the best known divisor methods.

It follows from the table that the Dean’s method uses the harmonic mean of $a$ and $a + 1$ as the divisor function, the Hill’s method uses the geometric mean of $a$ and $a + 1$, and the Webster’s uses simply the arithmetic mean of $a$ and $a + 1$. Figure 2.1 shows the dividing points for the divisor methods from Table 2.1.

Any divisor method is population monotone, and thus house monotone, see Theorem 2.1. Therefore, by the Impossibility Theorem 2.4 no divisor method stays within the quota.
2.4.2 Parametric Methods

Parametric method $\phi^\delta$ is a divisor method with $d(a) = a + \delta$, where $0 \leq \delta \leq 1$. The parametric methods are of interest for two reasons. First, they are clearly computationally very efficient, their divisor functions are linear. Second, they generate cyclic just-in-time sequences whereas the divisor methods which are not parametric do not always generate cyclic just-in-time sequences. This will be shown in Theorem 2.12.

Clearly, the Adams’s, Webster’s (known also as the Sainte-Lagée’s method) and Jefferson’s (known also as the d’Hondt’s method) methods are parametric, while the Dean’s and Hill’s are not.

2.4.3 Rank-Index Methods

The idea behind the rank-index methods is to define a standard of comparison or the rank-index function, see Young [3], and then use it to obtain an equitable allocation relative to that standard. An allocation is equitable relative to a rank-index function if no seat transfer is justified. The seat transfer is justified if there are $i$ and $j$ so that $j$ can give up one seat to $i$ and by doing so reduce the inequity between the two states, that is if the following inequality is satisfied

$$\left| r(p_i, a_i) - r(p_j, a_j) \right| > \left| r(p_i, a_i + 1) - r(p_j, a_j - 1) \right|.$$ 

The rank-index function is any real-valued function of rational $p$ and integer $a \geq 0$ that is decreasing in $a$, that is $r(p, a - 1) > r(p, a)$ for any $p$ and $a \geq 1$. The rank-index methods begin apportionment of $h$ seats with defining a rank-index function $r(p, a)$ on all possible pairs $(p, a)$ where $p$ is a state population and $a$ is any integer between 0 and $h$. The pairs $(p, a)$ are then ordered in descending order of their rank-index values. The $h$ seats are then apportioned according with the first $h$ pairs on the ordered list. Thus, the $h$ seats are apportioned to the most deserving, according to the rank-index, states.

An equitable allocation can also be found by the following simple algorithm given in Balinski and Young [2]. Let $F$ be the family of functions $f$ defined as follows.

1. For $h = 0$ let $f(p, 0) = 0$.
2. If $f(p, h) = a$, then $f(p, h + 1)$ is found by giving $a_i + 1$ seats to some state $i$ such that $r(p_i, a_i) \geq r(p_j, a_j)$ for all $j$, and $a_j$ seats to each $j \neq i$.

The rank-index method based on $r(p, a)$ is defined as follows:

$$M(p, h) = \{ a : a = f(p, h) \text{ for some } f \in F \}. \quad (2.12)$$

Any function of the form $r(p, a) = \frac{p}{d(a)}$ with a divisor function $d(a)$ is a rank-index function since $\frac{p}{d(a-1)} > \frac{p}{d(a)}$ by definition of divisor functions. Therefore, we can equivalently define the divisor method as follows, see Balinski and Young [2].
**Theorem 2.2.** The divisor method based on a divisor function \( d \) can be defined as follows

1. \( M(p,0) = 0 \),
2. If \( a \in M(p,h) \) and \( k \) satisfies \( \frac{p_k}{d(a_k)} = \max_i \frac{p_i}{d(a_i)} \), then \( b \in M(p,h+1) \) with \( b_k = a_k + 1 \) for \( i = k \) and \( b_i = a_i \) for \( i \neq k \).

Clearly this definition gives us a simple way of constructing the just-in-time sequence as long as the divisor function \( d \) itself can be efficiently computed. The above discussion and definitions prove that any rank-index method is uniform. Balinski and Young [2] furthermore prove that any uniform method is a rank-index method as long as it is balanced. A method is balanced if \( a \in M(p,0) = (p_1,...,p_i = p,...,p_i)

Balinski and Young [2] show that any population monotone method is house monotone but not the other way around. Their famous Impossibility Theorem shows that the failure to stay within the quota is the price that any population monotone apportionment method must pay for its desirable quality of being population monotone.

**Theorem 2.4 (The Impossibility Theorem).** It is impossible for an apportionment method to be population monotone and stay within quota at the same time.

**Proof.** Consider the vector of populations \( p = (5 + e, \frac{2}{3}, \frac{2}{3}, \frac{2}{3} - e) \), where \( \frac{2}{3} > e > 0 \) is a rational number.

For \( P = h = 7 \), the \( p_i \) is exact quota for all \( i \). Let \( a \in M(p,h) \). Now consider the populations \( p' = (4 - e, 2 - \frac{e}{3}, \frac{1}{3} + \frac{e}{3}, \frac{1}{3} + e) \). Again \( \sum p' = h = 7 \), so \( p_i' \) is exact quota. Let \( a' \in M(p',h) \). Choose any \( e \) that meets the condition \( e < \frac{1}{61} \), we then have

\[
\frac{p_1'}{p_4'} > \frac{p_1}{p_4}
\]

This implies either \( a_1' \geq a_1 \) or \( a_4' \leq a_4 \) by population monotonicity, see (2.5). Now assume \( a_1 \geq 5 \) and \( a_4' > 1 \). Then \( a_1' \geq a_1 \) implies \( a_1' \geq 5 \) and thus \( a' \) fails upper quota. On the other hand, \( a_4 \geq a_4' \) implies \( a_4 > 1 \) and thus \( a' \) fails upper quota. Next, assume \( a_1 \geq 5 \) and \( a_4 = 0 \). Then, by population monotonicity \( a_3 = a_4' = 0 \). Thus \( a_1' + a_2' = 7 \). Therefore \( a' \) fails upper quota. If \( a_1 \geq 5 \) and \( a_4' = 1 \), then it remains to consider \( a_1' < a_1 \) and \( a_4' \leq a_4 \). Then, \( a_1 + a_4 \geq 6 \) and thus either \( a_2 = 0 \) or \( a_3 = 0 \). This,
however leads to a contradiction since \( M \) being population monotone apportions the two seats to more populous states \( a_2 \) and \( a_3 \) rather than to \( a_4 \), the least populous out of the four states. Finally, if \( a_1 < 5 \) then \( a \) fails lower quota. This ends the proof since the cases considered exhaust all possibilities for \( e < \frac{1}{61} \). \( \square \)

However, we have the following two results.

**Theorem 2.5.** Each divisor method stays within the quota for \( s=2 \).

**Proof.** See Exercise 2.23. \( \square \)

**Theorem 2.6.** The Webster’s method stays within the quota for \( s=3 \).

**Proof.** See Exercise 2.24. \( \square \)

The following two technical lemmas will be used in Sect. 8.4 of Chap. 8. The lemmas show that if a divisor method fails to satisfy quota, then it does so for some fractional quota.

**Lemma 2.7.** If a divisor method \( M \) does not stay above lower quota, then there are the vector of populations \( p = (p_1, p_2, \ldots, p_s) \), the house size \( h \) and state \( k \) for which the lower quota is not satisfied and the quota \( q_k = \frac{p_kh}{P} \) is fractional.

**Proof.** If \( M \) does not stay above lower quota, then there exist a vector of populations \( p = (p_1, p_2, \ldots, p_s), s \geq 3 \), the house size \( h \) and the apportionment \( a = (a_1, \ldots, a_s) \)

\[
a \in M(p, h) = \{ a : \sum_i \left\lfloor \frac{p_i}{x} \right\rfloor d = h \text{ for some divisor } x > 0 \} \quad (2.13)
\]

for which the lower quota is not satisfied for some state \( k \), i.e.,

\[
a_k < \lfloor q_k \rfloor = \left\lfloor \frac{p_kh}{P} \right\rfloor . \quad (2.14)
\]

In (2.13), the \( d \) is the divisor function for \( M \). Let us assume that \( q_k \) is integral, otherwise the lemma holds. The proof proceeds by cases.

If there is a state \( j \neq k \) such that either

\[
d(a_j - 1) < \frac{p_j}{x} < d(a_j)
\]

or

\[
\frac{p_j}{x} = d(a_j) \text{ and } \left\lfloor \frac{p_j}{x} \right\rfloor d = a_j,
\]

that is \( \frac{p_j}{x} = d(a_j) \) is \( d \)-rounded down, then define the populations

\[
p'_i = \begin{cases} 
p_i(1 + \frac{\xi}{x}) & \text{if } i \neq j, \\
p_j & \text{if } i = j,
\end{cases}
\]
for all \( i \) and \( \varepsilon > 0 \). For the divisor \( x + \varepsilon \), we have

\[
\frac{p'_i}{x + \varepsilon} = \frac{p_i}{x} \text{ for } i \neq j.
\]

Moreover, for sufficiently small \( \varepsilon > 0 \) we get

\[
\left\lfloor \frac{p_j}{x} \right\rfloor d = \left\lfloor \frac{p_j}{x + \varepsilon} \right\rfloor d.
\]

Thus, \( a \in M(p', h) \) and

\[
q'_k = \frac{p_k(1 + \frac{\varepsilon}{x})h}{(1 + \frac{\varepsilon}{x})\sum_{i \neq j} p_i + p_j} > q_k.
\]

Therefore, \( a_k \) does not stay above lower quota and furthermore \( q'_k \) is fractional for sufficiently small \( \varepsilon > 0 \). This proves the lemma.

It remains to show what happens if for all \( j \neq k \)

\[
\frac{p_j}{x} = d(a_j - 1) \quad \text{and} \quad \left\lfloor \frac{p_j}{x} \right\rfloor d = a_j,
\]

(2.15)

that is all \( \frac{p_j}{x} \) are \( d \)-rounded up to \( a_j \). In this case, if

\[
d(a_k - 1) \leq \frac{p_k}{x} < d(a_k),
\]

(2.16)

then define the populations

\[
p'_i = \begin{cases} 
  p_i & \text{if } i \neq k \\
  p_k + \lambda & \text{if } i = k.
\end{cases}
\]

Then, the divisor \( x \) results in the apportionment \( a \in M(p', h) \) for sufficiently small \( \lambda > 0 \). Since \( q'_k \) is fractional for sufficiently small \( \lambda > 0 \) and \( q'_k > q_k \), then again the lemma holds.

Otherwise, that is if (2.16) does not hold, we have

\[
\frac{p_k}{x} = d(a_k) \text{ and the } \frac{p_k}{x} \text{ is } d - \text{rounded down to } a_k, \text{i.e., } \left\lfloor \frac{p_k}{x} \right\rfloor d = a_k.
\]

(2.17)

Since \( M \) is homogeneous, then \( M(p, h) = M((d(a_1 - 1), \ldots, d(a_k), \ldots, d(a_s - 1)), h) \), where \( p = x(d(a_1 - 1), \ldots, d(a_k), \ldots, d(a_s - 1)) \) by (2.15) and (2.17). Thus, it suffices to consider the vector \( (d(a_1 - 1), \ldots, d(a_k), \ldots, d(a_s - 1)) \) of populations and the house size \( h \). By (2.15) and (2.17) it follows that

\[
h = \sum_{i=1}^{s} a_i.
\]

Now, for \( a_k \geq 1 \) consider the vector of \( s(m + 1) \) populations
\[ p' = (d(a_1 - 1), \ldots, d(a_k), \ldots, d(a_s - 1), d(a^k) - 1, \ldots, d(a^s) - 1) \]

for some \( m \geq 1 \), and the size of the house \( H = h(1 + m) \). We have

\[ a' = (a_1, \ldots, a_k, \ldots, a_s, a_1, \ldots, a_k, \ldots, a_s) \in M(p', H). \]

To show this just take the divisor \( x = 1 \) and \( d \)-round accordingly. However,

\[ \frac{d(a_k)h}{\sum_{i=1, i \neq k}^s d(a_i - 1) + d(a_k)} \leq \frac{d(a_k)h(1 + m)}{\sum_{i=1, i \neq k}^s d(a_i - 1) + d(a_k) + m\sum_{i=1}^s d(a_i - 1)}. \]

(2.18)

(2.19)

obviously holds since \( d(a_k - 1) < d(a_k) \) by definition. Furthermore, the quota on the right hand side of (2.18) can be made fractional by the appropriate choice of \( m \). Therefore, \( k \) fails its lower quota which is fractional. Thus, the lemma holds for \( p' \) and \( H \).

Finally, for \( a_k = 0 \) we have \( d(0) > 0 \) by (2.17). Then, consider the vector of \( s(m + 1) \) populations

\[ p'' = (d(a_1 - 1), \ldots, d(a_k), \ldots, d(a_s - 1), d(a_1 - 1), \ldots, d(a_s - 1)) \]

for some \( m \geq 1 \), \( d(0) > \varepsilon > 0 \), and the size of the house \( H = h(1 + m) \). We have

\[ a'' = (a_1, \ldots, a_k = 0, \ldots, a_s, a_1, \ldots, a_k = 0, \ldots, a_s) \in M(p'', H). \]

To show this just take the divisor \( x = 1 \) and \( d \)-round accordingly. However,

\[ \frac{d(0)h}{\sum_{i=1, i \neq k}^s d(a_i - 1) + d(0)} < \frac{d(0)h(1 + m)}{d(0) + m\varepsilon + (1 + m)\sum_{i=1, i \neq k}^s d(a_i - 1)}. \]

(2.20)

obviously holds since \( \varepsilon < d(0) \) by definition. Furthermore, the quota on the right hand side of (2.20) can be made fractional by the appropriate choice of \( m \) or \( \varepsilon \). Therefore, \( k \) fails its lower quota which is fractional. Thus, the lemma holds for \( p' \) and \( H \).  □

Similarly we can prove the following lemma, the proof will be omitted.

Lemma 2.8. If a divisor method \( M \) does not stay below upper quota, then there are the vector of populations \( p = (p_1, p_2, \ldots, p_s) \), the house size \( h \) and state \( k \) for which the upper quota is not satisfied and the quota \( q_k = \frac{ph}{p} \) is fractional.
2.6 Coalitions and Schisms

In the apportionment practice and theory the coalitions and schisms in proportional representation system have always been common tools for gaining and maintaining power, and the apportionment methods were investigated for their ability to encourage, or discourage, coalitions or schisms.

Similar advantages of being either larger or smaller can be found in other contexts as well. For instance, a number of clients sharing resources, for example computer, network or manufacturing resources, may consider merging their individual jobs to create one single composite job being the sum of these individual jobs. The composite job then enters the competition for resources as a single entity belonging to a single “corporate” client. The advantage of such coalition could be that the composite job finishes earlier and, in the worst case, never later than the latest of the individual jobs were they to compete for resources individually. We show in this section that to realize this advantage of being larger the resource allocation must be done according to the Jefferson’s method. No other divisor method is capable of ensuring it. This advantage of being larger has been observed in stride scheduling and networks, see Waldspurger and Weihl [13]. The issue of splitting the gains resulting from the advantage of being larger between the individual clients though very important and challenging is beyond the scope of this book.

The opposite situation occurs when a client considers breaking its job into a number of smaller jobs so that doing them all separately and independently results into the completion of the job itself. The smaller jobs are then let to compete for resources between themselves and all other jobs. The advantage of such schism would be that the latest of the smaller jobs finishes earlier and, in the worst case, never later than the whole job were it done as a single job. This section shows that to realize this advantage of being smaller the resource allocation must be done according to the Adams’s method. No other divisor method is capable of ensuring it.

We begin with definitions.

Let $C \subseteq \{1, \ldots, s\}$ be a subset of states we refer here to as a coalition. For any vector $p = (p_1, p_2, p_3, \ldots, p_s)$, let $p_C$ be the $s - |C| + 1$ dimensional vector obtained from $p$ by replacing all coordinates in $C$ by a single coordinate $p_C = \sum_{i \in C} p_i$, all the remaining coordinates do not change. We say that the apportionment method $M$ encourages coalitions if and only for any $a \in M(p, h)$ there always exists $b_C \in M(p_C, h)$ such that $b_C \geq a_C$. We say that the apportionment method $M$ encourages schisms if and only for any $a \in M(p, h)$ there always exists $b_C \in M(p_C, h)$ such that $b_C \leq a_C$.

**Theorem 2.9.** Jefferson’s method is the unique method that is population monotone and encourages coalitions.

**Proof.** Let us denote the Jefferson’s method by $J$. We have $d(a) = a + 1$ for the Jefferson’s method, see Table 2.1. If $a \in J(p, h)$, then for some $x > 0$

$$a_i = d(a_i - 1) \leq \frac{p_i}{x} \leq d(a_i) = a_i + 1 \text{ for all } i.$$  

We assume $d(-1) = 0$ by definition. Thus, for any subset $C \subseteq \{1, \ldots, s\}$ we have...
\[ a_C = \sum_{i \in C} a_i = d\left(\sum_{i \in C} a_i - 1\right) \leq \frac{\sum_{i \in C} p_i}{x} = \frac{p_C}{x} \quad \text{and} \quad a_i \leq \frac{p_i}{x} \text{ for all } i \notin C. \]

Therefore, for the divisor \( x \)

\[ x \leq \frac{p_C}{a_C} \]

and consequently there is a divisor \( y \)

\[ x \leq y \leq \frac{p_C}{a_C} \]

such that

\[ d(b_C - 1) \leq \frac{pC}{y} \leq d(b_C) \text{ and } b_i \leq \frac{p_i}{y} \text{ for all } i \notin C \]

and

\[ b_C \geq a_C \text{ and } b_C + \sum_{i \notin C} b_i = h. \]

This proves that the Jefferson’s method encourages coalitions. Now, let \( \mathbf{M} \) be a population monotone methods. By Theorem 2.1, \( \mathbf{M} \) is a divisor method based on some divisor function \( d \). Consider an instance with \( s = n + 1 \) and

\[ p = (p, \ldots, p) \text{ and } h = n(a + 1) + a \]

for some \( p \) and \( a \). Then, by (2.11)

\[ (a, a+1, \ldots, a+1) \in \mathbf{M}(p,h). \]

Consider a coalition \( C = \{2, \ldots, n+1\} \). If \( \mathbf{M} \) encourages coalitions, then

\[ (\alpha, \beta) \in \mathbf{M}((p, np), h) \text{ with } \alpha \leq a \text{ and } \beta \geq n(a + 1). \] (2.21)

However, by (2.11)

\[ (a, na) \in \mathbf{M}((p, np), h - n). \]

Since \( \mathbf{M} \), being population monotone, is house monotone then

\[ \alpha \geq a. \]

Consequently, by (2.21)

\[ (a, na + n) \in \mathbf{M}((p, np), h). \]

Thus

\[ d(a - 1) \leq \frac{p}{x} \leq d(a) \text{ and } d(an + n - 1) \leq \frac{np}{x} \leq d(an + n) \]

and consequently

\[ \frac{1}{d(a)} \leq \frac{n}{d(an + n - 1)}. \]
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or

\[ a + 1 - \frac{1}{n} \leq \frac{d(an + n - 1)}{n} \leq d(a) \leq a + 1 \]

for any \( a \geq 0 \) and all \( n \geq 1 \). Therefore, \( d(a) = a + 1 \) and thus \( M \) is the Jefferson’s method. \( \square \)

Similarly, it can be shown that:

**Theorem 2.10.** Adams’s method is the unique method that is population monotone and encourages schisms.

All other divisor methods may result in two states (parties) either gaining a seat or losing a seat sometime. If a method results in a coalition of two states gaining a seat as likely as loosing it, then it is called coalition-neutral method. We have the following theorem.

**Theorem 2.11.** Webster’s method is the unique method that is population monotone and coalition-neutral.

We refer the reader to Balinski and Young [2] for details of the proof, however, we would like to give intuition behind this result here. Assume vector of populations \( p = (p_1, p_2, p_3, \ldots, p_s) \) and a fixed divisor \( x \). Let \( i \) and \( j \) form a coalition. Assume that \( \varepsilon_i \) and \( \varepsilon_j \) are the reminders of the quotients

\[ \frac{p_i}{x} \quad \text{and} \quad \frac{p_j}{x}. \]

The Webster’s method gives one less seat to the coalition of \( i \) and \( j \) than to \( i \) and \( j \) separately provided that

\[ \varepsilon_i > 0.5 \quad \text{and} \quad \varepsilon_j > 0.5 \quad \text{and} \quad \varepsilon_i + \varepsilon_j < 1.5 \quad (2.22) \]

for the reminders that are independently and uniformly distributed between 0 and 1 the probability of this happening is \( \frac{1}{8} \). On the other hand, the coalition gains a seat provided that

\[ \varepsilon_i < 0.5 \quad \text{and} \quad \varepsilon_j < 0.5 \quad \text{and} \quad \varepsilon_i + \varepsilon_j > 0.5 \quad (2.23) \]

thus the probability of this happening is \( \frac{1}{8} \) as well. Therefore, the Webster’s method is coalition-neutral. Observe that the probabilities do not change if we replace the strong \( < \) inequalities by the weak ones \( \leq \) in both (2.22) and (2.23). Finally, observe that the probability that the coalition of \( i \) and \( j \) gets the same as its two partners is

\[ 1 - \left( \frac{1}{8} + \frac{1}{8} \right) = \frac{3}{4}. \]

2.7 From Apportionments to Just-In-Time Sequences

In the transformation between the just-in-time sequencing and apportionment problems, state \( i \) corresponds to model \( i \) and the demand \( d_i \) for model \( i \) corresponds to population \( p_i \) of state \( i \). The cumulative number of units \( x_{i,k} \) of \( i \) completed by \( k \)
corresponds to the number $a_i$ of seats apportioned to state $i$ in a house of size $k$. The following is the summary of the correspondences between the two problems:

- number of states $s \leftrightarrow$ number of models $n$
- state $i \leftrightarrow$ model $i$
- population $p_i$ of state $i \leftrightarrow$ demand $d_i$ for model $i$
- vector of populations $p \leftrightarrow$ vector of demands $d$
- size of house $h \leftrightarrow$ position in sequence $k$
- for a house of size $h$, $a_i \leftrightarrow x_{i,k}$
- total population $P = \sum_{i=1}^{s} p_i \leftrightarrow$ total demand $D = \sum_{i=1}^{n} d_i$.

Any exact and house monotone apportionment method $M$ can be used to construct a just-in-time sequence as follow. Let

$$M(d, 1), M(d, 2), \ldots, M(d, D)$$

be the apportionments for the house sizes 1, 2, \ldots, $D$ respectively and the population vector $d$. The just-in-time sequence $s$ is built as follows. Let vectors $a^1, a^2, \ldots, a^D$ be selected from $M(d, 1), M(d, 2), \ldots, M(d, D)$ respectively so that $a^h \leq a^{h+1}$ for any $h = 1, 2, \ldots, D - 1$. Such selection of vectors exists since $M$ is house monotone. Moreover, there is exactly one $i$ such that $a_i^h + 1 = a_i^{h+1}$ since $h = \sum a_i^h$ and $h + 1 = \sum a_i^{h+1}$. The $i$ will be placed in the position $h + 1$ of the sequence $s$. Moreover, the only state that gets a seat in $a^1$ will be placed in position 1 of $s$. Finally, the quotas $\frac{Dd_i}{D} = d_i$ for the house size $D$ are all integer numbers, thus there is exactly one vector in $M(d, D)$ and it is $(d_1, d_2, \ldots, d_n)$. The latter holds since the method is exact. Consequently, the sequence is just-in-time since $i$ occurs exactly $d_i$ times in it. We denote by $S_M(d)$ the set of all just-in-time sequences obtained by method $M$ for vector $d$.

### 2.8 Which Just-In-Time Apportionments?

We now focus on these properties of apportionment methods that make them especially attractive for building just-in-time sequence with desired properties. We begin with the cyclic sequences.

#### 2.8.1 Cycles

Let $g = \gcd(d_1, d_2, \ldots, d_n)$. The method $M$ is cyclic

$$\text{if } s \in S_M(d/g) \text{ implies } s^g \in S_M(d).$$

A powerful advantage of the parametric methods of apportionment is that they are cyclic which is not the case for other divisor methods that are not parametric. The
key observation is that the distance between any two consecutive dividing points of a parametric divisor method is constant, equal 1, which is not the case for divisor methods not being parametric. We have the following theorem.

Theorem 2.12. A divisor method is cyclic if and only if it is parametric.

Proof. First, we observe that

\[
\frac{d_i}{a_i + \delta} \geq \frac{d_j}{a_j + \delta}
\]

if and only if

\[
\frac{d_i}{k\frac{d_i}{g} + a_i + \delta} \geq \frac{d_j}{k\frac{d_j}{g} + a_j + \delta}
\]

for \( k = 0, 1, \ldots, g - 1 \). Thus any parametric method \( \phi^\delta \) is cyclic. Second, no divisor method which is not parametric is cyclic. The proof is by contradiction. Assume that \( \mathbf{M} \) is a divisor method based on a divisor function \( d \) and \( \mathbf{M} \) is not parametric. Then, there exists positive integer \( k^* \) such that \( d(k) = k + \delta \) for \( 0 \leq k < k^* \) and \( d(k^*) = k^* + \delta^* \) for some \( 0 \leq \delta \neq \delta^* \leq 1 \). Assume \( \delta < \delta^* \). Let \( d_1 \) and \( d_2 \) be any two positive integers that satisfy \( 0 \leq \delta < \frac{d_1}{d_1} \leq \delta^* \leq 1 \). Consider a vector \( \mathbf{d}' = (\alpha d_1 - 1, 1) \) where \( \alpha \) is a positive integer. Then \( \mathbf{M}(\mathbf{d}', h = \alpha d_1) = \mathbf{d}' \) since \( \mathbf{M} \), being a divisor method, is exact. Moreover, \( \mathbf{M}(\mathbf{d}', h = \alpha d_2) = (\alpha d_2 - 1, 1) \) for sufficiently large \( \alpha \), that is state 2 always gets a single seat in the house of size \( \alpha d_2 \) provided \( \alpha \) is sufficiently large. To show this it suffices to observe that by Theorem 2.2 state 2 gets at least one seat in such house since the following inequality

\[
\frac{1}{d(0)} = \frac{1}{\delta} > \frac{d_1 - \frac{1}{\alpha}}{d_2 - \frac{1}{\alpha}} = \frac{\alpha d_1 - 1}{\alpha d_2 - 1} \geq \frac{\alpha d_1 - 1}{d(\alpha d_2 - 1)},
\]

holds for sufficiently large \( \alpha \). Furthermore, state 2 does not get more than one seat since \( d_2 < d_1 \) and \( \mathbf{M} \), being a divisor method, is house monotone.

Now, consider the vector \( (k^* + 1)\mathbf{d}' = (p_1 = (k^* + 1)(\alpha d_1 - 1), p_2 = k^* + 1) \). If \( \mathbf{M} \) is cyclic, then \( (a_1 = k^*(\alpha d_1 - 1) + \alpha d_2 - 2, a_2 = k^* + 1) \in \mathbf{M((k^* + 1)\mathbf{d}', h = k^*\alpha d_1 + \alpha d_2)} \). However, since

\[
\frac{p_1}{d(a_1)} = \frac{(k^* + 1)(\alpha d_1 - 1)}{d(k^*(\alpha d_1 - 1) + \alpha d_2 - 2)} \geq \frac{(k^* + 1)(\alpha d_1 - 1)}{k^*(\alpha d_1 - 1) + \alpha d_2}
\]

\[
= \frac{k^* + 1}{k^* + \frac{\alpha d_2}{\alpha d_1 - 1}} = \frac{k^* + 1}{k^* + \delta^*} = \frac{k^* + 1}{d(k^*)}
\]

\[
= \frac{p_2}{d(a_2 - 1)}
\]

the min–max condition in (2.11) is violated. Thus, we get a contradiction. This proves the theorem for \( \delta < \delta^* \). The proof for \( \delta > \delta^* \) proceeds in a similar fashion and will be omitted. \( \square \)

We stay with the parametric divisor methods to investigate the influence of the parameter \( \delta \) on the just-in-time sequences being built.
### 2.8.2 Advancing and Delaying

A parametric divisor apportionment method used to build just-in-time sequence could advance some jobs at the cost of retarding others in comparison to some other parametric method. Since all methods we discuss in this book are anonymous the only factor that affect this behavior is the size of the job and the parameter $\delta$ used by the method. Table 2.2 shows all possible just-in-time sequences for the vector of populations (or demands) $d = (7, 6, 4, 2, 1)$ obtained by the parametric methods $\phi^\delta$ for $0 \leq \delta \leq 1$. The longest job, that is job 1, completes there at $t = 20$ for $\delta = 0$ and at $t = 16$, at the earliest, for $\delta = 1$. At the same time the shortest job, that is job 5, completes there at $t = 5$ for $\delta = 0$ and at $t = 20$, at the latest, for $\delta = 1$.

The longest job starts advancing its positions in the sequence starting from its second position $t = 6$ for $\delta = 0$ and never stops advancing. The second longest job starts advancing its positions in the sequence starting from its second position $t = 7$ for $\delta = 0$ and all its positions gets advanced. The third longest never gets advanced or retarded. The losers are the two shortest jobs. The second shortest, that is job 4, starts retarding from its first position $t = 4$ for $\delta = 0$ and never stops retarding. The shortest starts retarding from its first position $t = 5$ for $\delta = 0$ and never stops retarding. Thus as $\delta$ grows the three longest jobs benefit by advancing their progress whereas the two shortest lose by retarding their progress. Though the second longest job completes only slightly earlier, at $t = 19$ for $\delta = 0$ and at $t = 17$, at the earliest,

### Table 2.2 The just-in-time sequences for different $\delta$

<table>
<thead>
<tr>
<th>$\delta \in {0}$</th>
<th>$\phi^\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 → 2 → 3 → 4 → 5 → 1 → 2 → 3 → 1 → 2 → 1 → 4 → 3 → 2 → 1 → 2 → 1 → 3 → 2 → 1</td>
<td></td>
</tr>
<tr>
<td>(0, $\frac{1}{5}$)</td>
<td>1 → 2 → 3 → 4 → 5 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(0, $\frac{2}{5}$)</td>
<td>1 → 2 → 3 → 4 → 5 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(0, $\frac{3}{5}$)</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(0, $\frac{4}{5}$)</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(\frac{1}{5}, \frac{1}{5})</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(\frac{1}{5}, \frac{2}{5})</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(\frac{1}{5}, \frac{3}{5})</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(\frac{1}{5}, \frac{4}{5})</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
<tr>
<td>(\frac{1}{5}, 1)</td>
<td>1 → 2 → 3 → 4 → 1 → 2 → 3 → 1 → 2 → 1 → 2 → 3 → 4 → 1 → 2 → 1 → 3 → 2 → 1</td>
</tr>
</tbody>
</table>
for $\delta = 1$ and the third longest job completes at $t = 18$ for $\delta = 0$ and at $t = 18$, at the earliest, for $\delta = 1$.

We now investigate this phenomenon formally beginning with the following definition, see Balinski and Rachev [14], and Balinski and Ramirez [15].

Method $M$ gives up to method $M^*$ if

$$a \in M(p, h), a^* \in M^*(p, h), \text{ and } p_i > p_j \text{ implies } a_i \leq a_i^* \text{ or } a_j \geq a_j^*.$$  

That is for any two states (jobs) of different sizes, the bigger gets no worse treatment relative to the smaller by $M^*$ than it does by $M$.

**Theorem 2.13.** A parametric method $\phi^\alpha$ gives-up to another parametric method $\phi^\beta$ if and only if $\alpha < \beta$.

**Proof.** Let $\alpha < \beta$. We show that $\phi^\alpha$ gives-up to $\phi^\beta$. For any divisor $x > 0$ we have

$$\left[ \frac{p_i}{x} \right]_\alpha \geq \left[ \frac{p_i}{x} \right]_\beta \text{ for all } i.$$  

Thus, if $a \neq a^*$, then the largest feasible divisor for $\phi^\beta(p, h)$ is smaller than the smallest feasible divisor for $\phi^\alpha(p, h)$. Hence, if the former is $x$, then the latter is $x - \varepsilon, \varepsilon > 0$, and we have

$$d(a_i^*) = a_i^* + \beta \geq \frac{p_i}{x - \varepsilon} > \frac{p_i}{x} \geq a_i - 1 + \alpha = d(a_i - 1). \quad (2.25)$$

Moreover, if

$$a_j < a_j^*,$$

then

$$\frac{p_j}{x} \leq d(a_j) = a_j + \alpha < a_j^* - 1 + \beta = d(a_j^* - 1) \leq \frac{p_j}{x - \varepsilon}. \quad (2.26)$$

Therefore, if

$$a_i > a_i^* \text{ and } a_j < a_j^*,$$

then it follows from (2.26) that

$$\frac{\varepsilon p_j}{x(x - \varepsilon)} \geq \beta - \alpha,$$

and at the same time it follows from (2.25)

$$\frac{\varepsilon p_i}{x(x - \varepsilon)} \leq \beta - \alpha.$$  

But these two inequalities lead to a contradiction as long as $p_i > p_j$. Therefore, we must have

$$a_i \leq a_i^* \text{ or } a_j \geq a_j^*,$$

and thus $\phi^\alpha$ gives-up to $\phi^\beta$. 

2.8 Which Just-In-Time Apportionments?

Now, assume \( a \in \phi^\alpha(p, h) \), \( a^* \in \phi^\beta(p, h) \), and \( p_i > p_j \) implies \( a_i \leq a_i^* \) or \( a_j \geq a_j^* \), that is \( \phi^\alpha \) gives-up to \( \phi^\beta \). We need to show that then \( \alpha < \beta \). By contradiction, assume \( \alpha \geq \beta \). Let \( \alpha > \beta \). Define \( p = (p_i = a_i + \alpha, p_j = a_j + \alpha) \), where \( a_i = ma_j \) for some integer \( m > 1 \), and the house size

\[
h = a_i + a_j.
\]

We have

\[
\frac{p_i}{a_i - 1 + \alpha} \geq \frac{p_j}{a_j + \alpha},
\]

thus by (2.11) \((a_i, a_j) \in \phi^\alpha(p, h)\), but also

\[
\frac{p_i}{a_i - 1 + \beta} < \frac{p_j}{a_j + \beta},
\]

for \( m > \frac{\alpha - \beta + 2}{\alpha - \beta} \) and \( a_j \geq 1 \). Then, however either

\[
a_i^* < a_i \text{ or } a_j^* > a_j,
\]

for \((a_i^*, a_j^*) \in \phi^\beta(p, h)\). Thus, if \( a_i^* < a_i \), then \( a_j^* > a_j \) since \( a_i^* + a_j^* = a_i + a_j = h \). Also, if \( a_j^* > a_j \), then \( a_i^* < a_i \). Therefore, we get \( a_i^* < a_i \) and \( a_j^* > a_j \), which leads to a contradiction, since \( \phi^\alpha \) gives-up to \( \phi^\beta \).

If \( 1 > \alpha = \beta > 0 \), then consider an instance with

\[
p = (1 + \alpha, 2 + \alpha, m - m\alpha, 1 - \alpha, \alpha, \ldots, \alpha)
\]

where \( m > \max\{1, \frac{1-\alpha}{\alpha}\} \). We have \( P = h = 4 + m \). Then, both vectors \((1, 3, a_3, \ldots, a_{m+4})\) and \((2, 2, a_3, \ldots, a_{m+4})\) belong to \( \phi^\alpha(p, h) \) as long as \( \frac{m}{m+1} \geq \alpha \). To show this, we observe, that if \( m > \max\{1, \frac{1-\alpha}{\alpha}\} \) and \( \frac{m}{m+1} \geq \alpha \), then we can always have \( 1 \leq a_3 \leq m - 1 \). Thus, the remaining \( m - 1 \geq h - (4 + a_3) \geq 1 \) can always be apportioned according to \( \phi^\alpha \). Finally, the first two states get their seats by appropriately rounding their quotients \( 1 + \alpha \) and \( 2 + \alpha \) according to the divisor \( d(a) = a + \alpha \). Therefore, we again get a contradiction since \( \phi^\alpha \) gives-up to \( \phi^\alpha \). The case \( \alpha = 1 \) or \( 0 \) is left for Exercise 2.21.

The last property stipulates that the just-in-time sequence should be roughly the same as its mirror reflection, that is they should be quasi-palindromes.

2.8.3 Symmetry and Quasi-Palindromes

Theorem 2.13 suggests that as far as parametric methods are concerned this can only happen for the parameter equal \( \frac{1}{2} \), that is for the Webster’s method. The following section proves this observation.
Theorem 2.14. The method of Webster produces a sequence $SPS^R$, where $P$ is a permutation of the states with odd populations, and $S^R$ is a mirror reflection of $S$. Moreover, if it produces a sequence $SPS^R$ and $Q$ is a different permutation of the states with odd populations, then it produces $SQS^R$ as well.

Proof. Consider $D$ numbers $\frac{d_i}{k-\frac{1}{2}}$ for $k = 1, \ldots, d_i$ and $i = 1, \ldots, n$ ordered in descending order. Build a sequence according to this order as follows: if $\frac{d_i}{k-\frac{1}{2}}$ is in position $t$ of the order then place an $i$ in position $t$ of the sequence. The sequence so built can in fact be obtained by the Webster’s parametric method $\phi^{\frac{1}{2}}$. To show this let us consider position $t$ in the order. Let $y_{jt}, 1 \leq t \leq D, 1 \leq j \leq n$ be the smallest $k$ such that $\frac{d_j}{k-\frac{1}{2}}$ is in one of the positions $t, \ldots, D$ in the order. The $i$ selected for position $t$ of the sequence satisfies the following inequalities

$$\frac{d_i}{y_{it} - \frac{1}{2}} \geq \frac{d_j}{y_{jt} - \frac{1}{2}} \text{ for all } j. \tag{2.27}$$

However, $y_{jt} = x_{jt} + 1$, where $x_{jt}$ is the number of allocations obtained by $j$ up to $t$ exclusively. Therefore, the $i$ selected for position $t$ of the sequence satisfies the inequalities

$$\frac{d_i}{x_{it} + \frac{1}{2}} \geq \frac{d_j}{x_{jt} + \frac{1}{2}} \text{ for all } j,$$

which is exactly the test the parametric method $\phi^{\frac{1}{2}}$ does to allocate a seat for position $t$ of the sequence, see Theorem 2.2. We now show that the sequence is of the form $SPS^R$, where $P$ is a permutation of all states with odd populations and $S^R$ is a mirror reflection of $S$ provided that the ties in the order are broken appropriately, for instance according to the order $d_1 \geq \cdots \geq d_n$. Suppose that the number $\frac{d_i}{k-\frac{1}{2}}, k \leq \left\lfloor \frac{d_i}{2} \right\rfloor$, is in position $t \leq \left\lfloor \frac{D}{2} \right\rfloor$ of the order. We claim that, then the number $\frac{d_i}{d_i + 1 - k - \frac{1}{2}}$ is in position $D + 1 - t$. This holds since

$$\frac{d_i}{k-\frac{1}{2}} \leq \frac{d_j}{l-\frac{1}{2}} \text{ if and only if } \frac{d_i}{d_i + 1 - k - \frac{1}{2}} \geq \frac{d_j}{d_j + 1 - l - \frac{1}{2}},$$

for $l \leq \left\lfloor \frac{d_j}{2} \right\rfloor$. Finally, we notice that for any state $i$ with an odd population $d_i = 2b_i + 1$ we have

$$\frac{d_i}{b_i + 1 - \frac{1}{2}} = \frac{d_i}{b_i + \frac{1}{2}} = \frac{2d_i}{d_i} = 2.$$

Thus they all fall in the middle of the order since for any state $i$ with an even population $d_i = 2b_i$ we have

$$\frac{d_i}{b_i - \frac{1}{2}} > 2 \text{ and } \frac{d_i}{b_i + \frac{1}{2}} < 2.$$
Table 2.3 The Webster’s just-in-time sequences

<table>
<thead>
<tr>
<th>δ</th>
<th>φ^δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, (\frac{1}{2}))</td>
<td>1 → 2 → 1 → 1</td>
</tr>
<tr>
<td>(\frac{1}{2})</td>
<td>1 → 2 ←→ 1 → 1</td>
</tr>
<tr>
<td>((\frac{1}{2}, 1))</td>
<td>1 → 1 → 2 → 1</td>
</tr>
<tr>
<td>1</td>
<td>1 → 1 → 1 → 2</td>
</tr>
</tbody>
</table>

This proves the theorem since any permutation of the states with odd populations can be obtained in the middle of the sequence. □

The Webster’s method is the only parametric method for which the property from theorem holds. The following example with \(d = (3, 1)\) given in Table 2.3 is due to Balinski and Shahidi [16].

In this example

\[\{1 → 2 → 1 → 1, 1 → 1 → 2 → 1\} \subseteq S_{φ^δ}(d)\]

only for \(δ = \frac{1}{2}\).

We have proven that the Webster’s method is the only divisor method that produces cyclic quasi-palindromes. We study other desirable properties of this method in the next section.

2.9 The Consistency of Webster’s Method

The Webster’s parametric method will return in our discussions in this book on many occasions. Therefore, we further underline its importance in this section. We begin by investigating the Webster’s apportionments for two states and begin with defining the standard two-state solution, Young [3]. We denote the Webster’s method by \(W\). Let \(a = (a_1, a_2) \in W(p = ((p_1, p_2), h = a_1 + a_2))\). By the min–max condition of (2.11), for positive \(a_1\) and \(a_2\) we have

\[p_1a_2 \geq p_2a_1 - \frac{1}{2}(p_1 + p_2)\]

and

\[p_2a_1 \geq p_1a_2 - \frac{1}{2}(p_1 + p_2)\]

which implies

\[a_1 - \frac{1}{2} \leq d(a_1 - 1) \leq \frac{p_1h}{p_1 + p_2} \leq d(a_1) = a_1 + \frac{1}{2}\]
and
\[ a_2 - \frac{1}{2} = d(a_2 - 1) \leq \frac{p_2 h}{p_1 + p_2} \leq d(a_2) = a_2 + \frac{1}{2}. \]
Therefore,
\[ a_1 = \left[ \frac{p_1 h}{p_1 + p_2} \right] + \frac{1}{2} \quad \text{and} \quad a_2 = \left[ \frac{p_2 h}{p_1 + p_2} \right] + \frac{1}{2}, \]
which proves that the Webster’s solution for any two-state \( p = (p_1, p_2) \) and the house size \( h \) simply calculates the quota
\[ q_1 = \frac{p_1 h}{p_1 + p_2} \quad \text{and} \quad q_2 = \frac{p_2 h}{p_1 + p_2} \]
and then rounds them to the nearest integer numbers. If the fractional parts of \( q_1 \) and \( q_2 \) are both equal \( \frac{1}{2} \), then both \( (q_1 + \frac{1}{2}, q_2 - \frac{1}{2}) \) and \( (q_1 - \frac{1}{2}, q_2 + \frac{1}{2}) \) are Webster’s solutions. Finally, if either \( a_1 = 0 \) or \( a_2 = 0 \), then the proof is similar. The Webster’s solutions for two-states will be refereed to as the standard two-state solutions.

Let \( M \) be an apportionment method. For any population vector \( p \), house size \( h \) and apportionment \( a = (a_1, \ldots, a_s) \in M(p, h) \) define
\[ h_{i,j} = a_i + a_j \]
for any two different states \( i \) and \( j \). For the \( h_{i,j} \) define the set
\[ H_{i,j} = \{(a_i, a_j) : h_{i,j} = a_i + a_j, a = (a_1, \ldots, a_s) \in M(p, h)\} \]
The method is refereed to as pairwise consistent with the standard two-state solution if and only if \( H_{i,j} = W((p_i, p_j), h_{i,j}) \) for all \( i \neq j \). We have the following theorem.

**Theorem 2.15.** Webster’s method is the unique apportionment method that is pairwise consistent with the standard two-state solution.

**Proof.** If \( a = (a_1, \ldots, a_s) \in W(p = ((p_1, \ldots, p_s), h) \), then we can repeat the reasoning presented at the beginning of this section for any couple of states \( i \neq j \) with the vector of populations \( (p_i, p_j) \), apportionment \( (a_i, a_j) \) and house size \( h_{i,j} = a_i + a_j \) to prove that
\[ a_i = \left[ \frac{(a_i + a_j)p_i}{p_i + p_j} \right] + \frac{1}{2} \quad \text{and} \quad a_j = \left[ \frac{(a_i + a_j)p_j}{p_i + p_j} \right] + \frac{1}{2} \]
which implies that the Webster’s method is pairwise consistent with the standard two-state solution.

We now prove that the Webster’s method is the only method pairwise consistent with the standard two-state solution. The proof is by contradiction. Let \( M \) be pairwise consistent with the standard two-state solution but not the Webster’s method. Let \( a \in M(p, h) \) and \( a \notin W(p, h) \). Let \( a' \in W(p, h) \) be chosen so it differs from \( a \) in a minimal number of coordinates. There are states \( i \) and \( j \) such that \( a'_i < a_i \) and
\( a_j' > a_j \). Without loss of generality \( a_i' + a_j' \geq a_i + a_j \). Since both \( M \) and \( W \) are pairwise consistent with the standard two-state solution, then we get a contradiction by the following inequality

\[
q_i' = \frac{p_i (a_i' + a_j')}{p_i + p_j} \geq \frac{p_i (a_i + a_j)}{p_i + p_j} = a_i,
\]

unless \( a_i' + a_j' = a_i + a_j \) and the fractional parts of \( q_i \) and \( q_i' \) are both equal \( \frac{1}{2} \). Then,

\[
a_i' = a_i - 1 \quad \text{and} \quad a_j = a_j' - 1
\]

and the apportionment \( a'' \) obtained from \( a' \) by substituting \( a_i' \) and \( a_j' \) by \( a_i \) and \( a_j \), respectively also belongs to \( W(p, h) \). This leads to a contradiction since \( a'' \) differs from \( a \) in fewer components than \( a' \). This proves that \( a \in W(p, h) \) consequently \( M(p, h) \subseteq W(p, h) \). Now, let \( a \in W(p, h) \) and \( a \notin M(p, h) \). Let \( a' \in M(p, h) \) be chosen so it differs from \( a \) in a minimal number of coordinates. There are states \( i \) and \( j \) such that \( a_i' < a_i \) and \( a_j' > a_j \). Without loss of generality \( a_i' + a_j' \geq a_i + a_j \). By assumption, we get a contradiction since

\[
q_i' = \frac{p_i (a_i' + a_j')}{p_i + p_j} \geq \frac{p_i (a_i + a_j)}{p_i + p_j} = a_i,
\]

unless \( a_i' + a_j' = a_i + a_j \) and the fractional parts of \( q_i \) and \( q_i' \) are both equal \( \frac{1}{2} \). Then,

\[
a_i' = a_i - 1 \quad \text{and} \quad a_j = a_j' - 1
\]

and the apportionment \( a'' \) obtained from \( a' \) by substituting \( a_i' \) and \( a_j' \) by \( a_i \) and \( a_j \), respectively also belongs to \( M(p, h) \). This leads to a contradiction again since again \( a'' \) differs from \( a \) in fewer components than \( a' \). This proves that \( a \in M(p, h) \) consequently \( W(p, h) \subseteq M(p, h) \). Therefore, \( W(p, h) = M(p, h) \) which ends the proof. \( \Box \)

We now turn our attention to the just-in-time sequences built by the Webster’s method and extend the pairwise consistency with the standard two-state solution to the pairwise consistency with the standard two-model sequence. Any sequence \( s \) in \( S_W((d_1, d_2)) \) with \( \gcd(d_i, d_j) = 1 \) is called the standard two-model sequence. For example \( d = (3, 5) \) yields two standard two-model sequences

\[
2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \quad \text{and} \quad 2 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2.
\]

A sequence \( S \in S_W(d) \) is consistent with the standard two-model sequence if for any two models \( i \neq j \) its projection on models \( i \) and \( j \) is the sequence

\[
S^{\gcd(d_i, d_j)},
\]
where \( s \in S_W((d_i, d_j)/\gcd(d_i, d_j)) \) is the standard two-model sequence. The projection of \( S \) on models \( i \) and \( j \) is obtained by deleting from \( S \) all models except \( i \) and \( j \).

Consider an instance \( d = (d_1, \ldots, d_n) \). Let \( W(d, 1), W(d, 2), \ldots, W(d, D) \) be the apportionments for house sizes \( 1, 2, \ldots, D \) respectively and the population vector \( d \) obtained by the Webster’s method. Consider

\[
W(d) = \bigcup_{h=1}^{D} W(d, h).
\]

For any two \( 1 \leq i \neq j \leq n \), let \( W_{i,j}(d) \) be the set of projections of vectors in \( W(d) \) on the coordinates \( i \) and \( j \) and let \( W_{i,j}(d,h) \) be the set of projections of vectors in \( W(d) \) on the coordinates \( i \) and \( j \) that sum up to \( h \), \( h = 1, \ldots, d_i + d_j \). By Theorem 2.15 \( W_{i,j}(d,h) = W((d_i, d_j),h) \). By Theorem 2.12

\[
s \in S_W((d_i, d_j)/\gcd(d_i, d_j)) \implies s^{\gcd(d_i, d_j)} \in S_W((d_i, d_j)).
\]

Thus, there is a sequence in \( S_W(d) \) that is pairwise consistent with the standard two-model sequence.

**Example 2.16.** For instance, consider \( d = (3, 5, 15) \) the Webster’s sequence is

\[
323133233123332333132331233331233323333132333.
\]

It results in the projections

\[
21212212, 33133333123332333132333, \text{ and } 32333233323323332333233323332333
\]

for models 1 and 2, 1 and 3, and 2 and 3 respectively. The first is consistent with the standard two-model sequence 21212212 for \( (3, 5) \), the second is consistent with the standard two-model sequence 331333 for \( (1, 5) \), and the third is consistent with the standard two-model sequence 3233 for \( (1, 3) \). Thus, this Webster’s sequence is consistent with the standard two-model sequence.

We shall return to the standard two-model sequences in Sect. 10.6 in the context of peer-to-peer fair solutions.

### 2.10 Exercises

**Exercise 2.17.** Find the smallest apportionment problem instance with Alabama paradox.

**Exercise 2.18.** Show a population monotone apportionment method that stays within quota for \( s \leq 3 \).

Exercise 2.20. Prove the case \( \delta > \delta^* \) in Theorem 2.12.

Exercise 2.21. Prove that \( (p - 1, q, 1), \ (p, q - 1, 1), \) and \( (p, q, 0) \) all belong to \( \phi^1((p, q, 1), h = p + q) \). Similarly, \( (p - 1, q, 1), \ (p, q - 1, 1), \) and \( (p - 1, q - 1, 2) \) all belong to \( \phi^0((p, q, 1), h = p + q) \).

Exercise 2.22. The Hamilton’s method minimizes any \( L_p \) norm of the difference \( a^h - q^h \). Why then it does not minimize \( \sum_{h=1}^{P} L_p(a^h - q^h) \)?

Exercise 2.23. Prove Theorem 2.5.


2.11 Comments and References

The presentation of the apportionment theory in this chapter is based on an excellent book by Balinski and Young [2] and a chapter in Young [3]. Both focus on the ideal of representative democracy – one man, one vote and on achieving it by the fair representation according to the theory of apportionment. The latter addresses the fundamental question of how to divide the seats of a legislature fairly according to the populations of states. The theory is based on axioms and apportionment methods presented in this chapter. The axiomatic method of apportionment theory relies on some socially desirable characteristics that one requires an apportionment to possess. These characteristics include, for instance house and population monotonicity but also many others. They have been shown crucial for the solutions of the apportionment problem. The famous Impossibility Theorem of Balinski and Young puts a clear limitation on which characteristics do not contradict one another by showing that having solutions that satisfy quota and that are at the same time population monotone is generally impossible. Other good introductions to the apportionment theory are presented in Leyvraz [17], and in Balinski [4]. Grilli di Cortona et al. [18], and Ibaraki and Katoh [19] discuss integer optimization approaches to the apportionment problem.

The analysis of the divisor methods in the context of coalitions and the schisms belongs to Balinski and Young [2]. Bautista et al. [20] observe a link between the just-in-time sequencing and the apportionment problem. The proof of cyclic theorem for the parametric divisor methods is based on Balinski and Ramirez [15] and the advancing and retarding by the parametric methods on Balinski and Ramirez [15], Balinski and Rachev [14], and Balinski and Shahidi [16]. Table 2.2 is from Balinski and Shahidi [16]. The instance \( p = (6, 6, 1) \) is shown to suffer from the Alabama paradox by Miltenburg [21]. The discussion of the consistency of the Webster’s method with the standard two state solution is based on Young [3].
Chapter 3
Minimization of Just-In-Time Sequence Deviation

3.1 Introduction

Chapter 2 presented an axiomatic approach to constructing just-in-time sequences. The axioms used there followed the ones well established by the apportionment practice and theory, however, some new axioms like periodicity, palindrome symmetry and the consistency with a standard two-model just-in-time sequences were added and shown to be satisfied by the Webster’s method of apportionment. This axiomatic approach by definition constructs a just-in-time sequence which gives as fair a representation to each state (or model) in any house size (or sequence prefix) as the axioms permit. More precisely, a fair representation may be understood as the representation free of known paradoxes. Thus, the focus of this axiomatic approach is solely on individual states (models) and consequently no population paradox can be tolerated by a fair representation. Therefore, the divisor methods are the only choice. However, there are situations where the focus moves from the individual states (models) towards their collection. This may require the existence of an entity on a level higher than the states (models) which may not be that unusual and may even be natural. A just-in-time manufacturer often relies on the assumption that demand for its product models is uniformly distributed over a planning horizon, and hence, its goal of meeting the model demand with minimum inventories and shortages (or simply just-in-time) calls for distributing the production of each model \( i \) as uniformly as possible over the planning horizon as well. Ideally, the manufacturer would produce a model with a constant demand rate, equal \( r_i \) for model \( i \), thereby making the cumulative production of the model to progress along a straight cumulative demand line with its slope equal to the demand rate for the model. The total deviation of the actual cumulative production from the ideal is then proportional to the total inventory and shortage costs that may be charged at different rates for different models. The bottleneck deviation does the same for the maximum charge. Therefore, the manufacturer would strive to smooth the production rate variations by using functions of deviations of the actual cumulative model production levels from their ideal levels over the time horizon. The total deviation, defined in
Sect. 3.2, and the maximum deviations, defined in Sect. 3.7, have been widely used as the primary objectives in the just-in-time production smoothing literature, see Monden [22]. The total deviation minimization is also known as the product rate variation problem, Kubiak [23]. This production smoothing has a clearer goal, often better achieved by optimization, than the more elusive goal of one man one vote ideal of the apportionment theory of proportional representation.

Though optimization has been almost abandoned in the apportionment theory long time ago, see Balinski and Young [2], we just argued that whenever the problem emphasis moves from the individual model to the whole collection of models, then the optimization methods have much clearer objective and thus might provide a better approach in solving the smoothing problem, for instance, than the axiomatic approach. Consequently, this chapter presents an efficient approach to minimizing the total deviation. This approach constructs an equivalent assignment problem which then can be solved by the well known assignment algorithms. The approach is presented in detail in Sect. 3.3. Sections 3.4 and 3.5 show its correctness. Finally, solution is given in Sect. 3.6. A similar approach is then presented for the maximum deviation minimization in Sects. 3.8 and 3.9.

Finally, having argued that the axioms and the apportionment methods designed to satisfy them may not ensure an optimal solution, if a certain objective function of deviations is to be optimized, we after all realize that the apportionment methods can provide solutions with a lot of potential for improving operations management as we shall continue arguing in Chap. 11 where we return to the production smoothing problem in a real-life setting. These improvements though more elusive and thus difficult to measure in terms of cost savings may however in a long run lead to a stronger and sustainable competitive position.

3.2 Minimization of Total Deviation

Following the motivating example of production smoothing given in the introduction to this chapter and the notation introduced in the preliminary chapter, we consider a set of \( n \), different models \( 1, 2, \ldots, n \) to produce, with demands \( d_1, \ldots, d_n \), units respectively. For a sequence \( S = s_1 \cdots s_D \) of length \( D = \sum_{i=1}^{n} d_i \) over the alphabet \( 1, 2, \ldots, n \) where \( i \) occurs exactly \( d_i \) times, let \( x_{ik} \) be the number, sometimes referred to as the cumulative production, of times the \( i \) occurs in the \( k \)-prefix \( s_1 \cdots s_k \) of \( S \), \( k = 1, 2, \ldots, D, i = 1, \ldots, n \). The total deviation minimization problem is formulated as follows.

\[
\min_S \left\{ F(S) = \sum_{i=1}^{n} \sum_{k=1}^{D} F_i (x_{ik} - kr_i) \right\} \quad (3.1)
\]

subject to

\[
\sum_{i=1}^{n} x_{ik} = k \quad k = 1, \ldots, D \quad (3.2)
\]

\[
0 \leq x_{ik+1} - x_{ik} \leq 1 \quad i = 1, \ldots, n; k = 1, \ldots, D - 1 \quad (3.3)
\]

\[
x_{iD} = d_i \quad i = 1, \ldots, n. \quad (3.4)
\]
where $F_i(\cdot)$ is a non-negative convex function satisfying

$$F_i(0) = 0 \text{ and } F_i(x) > 0 \text{ for } x \neq 0, \ i = 1, \ldots, n. \quad (3.5)$$

### 3.3 The Transformation to the Assignment Problem

The algorithm for minimizing (3.1) subject to constraints (3.2–3.5) transforms the original problem into an equivalent assignment problem. The key to this transformation is the calculation of the assignment costs to ensure the equivalence. The transformation and the assignment cost calculations relay on the concept of level curves, ideal positions and partitions.

The $d_i + 1$ level curves $f^i_j$ for $i$ are defined as follows

$$f^i_j(k) = F_i(j - kr_i), \ j = 0, 1, \ldots, d_i, \ k = 0, \ldots, D. \quad (3.6)$$

Note that $f^i_0(0) = f^i_{d_i}(D) = 0$. For simplicity in exposition we conduct our discussion assuming the absolute value of deviation for the time being, $F_i = |\cdot|$, $i = 1, \ldots, n$, that is

$$f^i_j(k) = |j - kr_i|, \ j = 0, 1, \ldots, d_i, \ k = 0, \ldots, D, \quad (3.7)$$

however, this assumption will be later relaxed to general $F_i$, $i = 1, \ldots, n$, defined in (3.5). The level curves for $F_i = |\cdot|$, $i = 1, \ldots, n$ are shown in Fig. 3.1.

![Fig. 3.1](image_url) The level curves for $d_i = 3$, $D = 17$, and $F_i = |\cdot|$ with the ideal positions $Z^1_i = 3$, $Z^2_i = 9$, and $Z^3_i = 15$
For \( \mathbf{d} = (d_1, \ldots, d_n) \) let \( \pi = (\pi_1, \ldots, \pi_n) \) be a partition of \( \{1, \ldots, D\} \) such that \( \bigcup_{i=1}^n \pi_i = \{1, \ldots, D\} \), \( \pi_i \cap \pi_j = \emptyset \), for \( i \neq j \), and \( |\pi_i| = d_i \), for \( i = 1, \ldots, n \). We refer to such partition \( \pi \) as a \( \mathbf{d} \)--partition of \( \{1, \ldots, D\} \). Each just-in-time sequence \( S \) for \( \mathbf{d} = (d_1, \ldots, d_n) \) uniquely defines a \( \mathbf{d} \)--partition \( \pi(S) = (\pi_1(S), \ldots, \pi_n(S)) \) of \( \{1, \ldots, D\} \) by taking \( \pi_i(S) = \{k : s_k = i\} \), for \( i = 1, \ldots, n \). Conversely, each \( \mathbf{d} \)--partition uniquely defines a sequence \( S(\pi) \) by taking \( s(\pi)_k = i \) if and only if \( k \in \pi_i \).

Let \( \pi = (\pi_1, \ldots, \pi_n) \) be a \( (d_1, \ldots, d_n) \)--partition of \( \{1, \ldots, D\} \). Suppose that \( \pi_i = \{Y^i_1, \ldots, Y^i_{d_i}\} \) and that this set is ordered in ascending order, that is \( Y^i_1 < \cdots < Y^i_{d_i} \). Then, the cost in (3.1) is charged according to \( f^i_0 \) at each \( k = 1, \ldots, Y^i_1 - 1 \), then according to \( f^i_1 \) at each \( k = Y^i_1, \ldots, Y^i_2 - 1 \), and so on until \( k = Y^i_{d_i} \), where the cost starts being charged according to \( f^i_{d_i} \) and continues doing so until \( k = D \). The total cost of \( \pi_i = \{Y^i_1, \ldots, Y^i_{d_i}\} \), or in other words the total cost for the copies of \( i \) being sequenced in positions \( Y^i_1, \ldots, Y^i_{d_i} \) of the sequence \( S(\pi) \), is thus equal

\[
J^i_2(\pi_i) = \sum_{k=0}^{Y^i_1-1} f^i_0(k) + \sum_{k=Y^i_1}^{Y^i_2-1} f^i_1(k) + \cdots + \sum_{k=Y^i_{d_i}}^{D} f^i_{d_i}(k)
\]

\[
= \sum_{j=0}^{d_i} \sum_{k=Y^i_j}^{Y^i_{j+1}-1} f^i_j(k),
\]

where by definition \( Y^i_0 = 0 \) and \( Y^i_{d_i+1} - 1 = D \).

Fig. 3.2 The total deviation cost calculation for \( i \) with \( d_i = 3 \), sequenced in positions 5, 8, and 16.
Now, suppose that $\pi_i$ is not given but rather we would like to find out a $\pi_i = \{Y_i^1, \ldots, Y_i^{d_i}\}$ that minimizes (3.8) in isolation from all other $j \neq i$. This can be can be achieved by solving the following integer program $(P2i)$:

$$\min \{ J^i_2(\pi_i) \}$$  \hspace{1cm} (3.9)

subject to

$$Y_{j+1}^i \geq Y_j^i + 1, \ j = 1, \ldots, d_i - 1,$$
$$1 \leq Y_j^i \leq D, \ j = 1, \ldots, d_i,$$
$$Y_j^i \text{ are non-negative integers.}$$  \hspace{1cm} (3.10)

It turns out that obtaining an optimal solution for $(P2i)$ is quite straightforward. The solution is given by the following theorem.

**Theorem 3.1.** An optimal solution $\pi_i^* = (Z_i^1, \ldots, Z_i^{d_i})$ to $(P2i)$ is given by

$$Z_j^i = \left\lceil \frac{2j - 1}{2r_i} \right\rceil, \ j = 1, \ldots, d_i,$$

(3.11)

for which the value of objective function $J^i_2$ in (3.9) equals

$$J^i_2(\pi_i^*) = \sum_{k=1}^{D} \inf_j f_j^i(k).$$

**Proof.** Observe that $\frac{2j - 1}{2r_i}$ is the unique crossing point of the level curves $f_{j-1}^i$ and $f_j^i$ for $j = 2, \ldots, d_i$. Thus, $Z_j^i = \left\lceil \frac{2j - 1}{2r_i} \right\rceil$ is the smallest integer $k$ for which $f_j^i(k) \leq f_j^i(k)$ for all $j' \neq j$, see Fig. 3.1, where $Z_1^i = 3, Z_2^i = 9$ and $Z_3^i = 15$. Consequently, the solution (3.11) attains the lower bound $\sum_{k=1}^{D} \inf_j f_j^i(k)$ on $J^i_2$ which proves the theorem. $\Box$

The values

$$\frac{2j - 1}{2r_i},$$

(3.12)

for $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$, will play a central role in our further discussions thus we reserve special names for them in this book. They will be called *ideal vertices*. The ideal vertices in fact define the Webster’s method of apportionment, see Chap. 2, in a sense that their ascending order results in the same just-in-time sequences as those obtained by the Webster’s method. We leave details to Chap. 5. We shall refer to $Z_j^i$ in (3.11) as the *ideal position* for copy $j$ of $i$. Clearly, if $\pi_i^* \cap \pi_{i'}^* = \emptyset$, for $i \neq i'$, then all $Z_j^i$ are different and placing copy $j$ of $i$ in position $Z_j^i$ results in a feasible sequence minimizing (3.1). This will unfortunately not be the case in general, and we must somehow come to terms with the resolution of conflicts between the copies of $i$ and $i'$ for the positions in $\pi_i^* \cap \pi_{i'}^*$ whenever $\pi_i^* \cap \pi_{i'}^* \neq \emptyset$. Therefore, our goal is to solve the following linear combination, refereed to as program $(P2)_i$ for $i = 1, \ldots, n$: 
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\[
\min \left\{ J_2(\pi) = \sum_{i=1}^{n} J_2^i(\pi_i) \right\}
\]  

(3.13)

subject to

\[
Y^i_{j+1} \geq Y^i_j + 1, \quad i = 1, \ldots, n, \quad j = 1, \ldots, d_i - 1,
\]

(3.14)

\[
1 \leq Y^i_j \leq D, \quad i = 1, \ldots, n, \quad j = 1, \ldots, d_i,
\]

(3.15)

\[
Y^i_j \neq Y^i_{j'} \text{ for } (i, j) \neq (i', j')
\]

(3.16)

\[
Y^i_j \text{ are non-negative integers.}
\]

(3.17)

The constraint (3.16) is to ensure that \( \pi_i \cap \pi_{i'} = \emptyset \), for \( i \neq i' \), that is that exactly one copy occupies each of \( D \) positions.

The idea for the resolution of the conflicts is as follows. Let us set \( C^i_{jk} \) to be the additional cost incurred by copy \( j \) of \( i \) whenever the copy is assigned to position \( k \) rather than to its ideal position \( Z^i_j \). What is rather surprising is that this simple heuristic idea turns out also to provide solutions which are both feasible and optimal for \( (P2) \) as we shall prove in Sect. 3.5. More precisely, let us define

\[
C^i_{jk} = \max(k, Z^i_j) - 1 \sum_{l=\min(k, Z^i_j)}^{Z^i_j-1} \Psi^i_{jl}
\]

(3.18)

where

\[
\Psi^i_{jl} = \begin{cases} 
\sum_{l=k}^{Z^i_j-1} \Psi^i_{jl}, & \text{if } k < Z^i_j, \\
0, & \text{if } k = Z^i_j, \\
\sum_{l=Z^i_j}^{k-1} \Psi^i_{jl}, & \text{if } k > Z^i_j,
\end{cases}
\]

(3.19)

and by definition \( \sum_{l=k}^{k'} a_l = 0 \) whenever \( k' < k \).

One interpretation of the assignment costs in (3.19) can be given in terms of just-in-time manufacturing as follows. The cost \( f^i_j(l) \) represents the inventory or shortage cost in period \( l \) if exactly \( j \) copies of \( i \) have been produced by period \( l \) in a just-in-time production sequence. The cost \( \Psi^i_{jl} \) represents the excess cost, either excess inventory \( (l < Z^i_j) \) or excess shortage \( (l > Z^i_j) \) costs of having \( j \) copies of \( i \) produced by period \( l \) instead of having \( j - 1 \) copies of \( i \) by \( l \). Consequently, if copy \( j \) of \( i \) is produced too early, that is \( k < Z^i_j \), then the excess inventory costs \( \Psi^i_{jl} \) are incurred in periods \( l = k, \ldots, Z^i_j - 1 \), adding up to \( C^i_{jk} \). On the other hand if copy \( j \) of \( i \) is produced too late, that is \( k > Z^i_j \), then the excess shortage costs \( \Psi^i_{jl} \) are incurred in periods \( l = Z^i_j, \ldots, k - 1 \), again adding up to \( C^i_{jk} \). Finally, if copy \( j \) of \( i \) is produced in its ideal position \( Z^i_j \) then no excess costs are incurred and thus \( C^i_{jk} = 0 \). The cost calculation is illustrated in the following example.
Example 3.2. Consider the instance \( \mathbf{d} = (5, 3, 2) \) and \( F_i = | \cdot | \) for \( i = 1, \ldots, n \). Thus, \( D = 10, r_1 = 0.5, r_2 = 0.3, \) and \( r_3 = 0.2 \). The ideal positions computed by using (3.11) are as follows: \( Z^1_i = 1, Z^1_3 = 3, Z^1_2 = 5, Z^1_4 = 7, \) and \( Z^1_5 = 9 \) for \( i = 1; Z^2_i = 2, Z^2_2 = 5, \) and \( Z^2_3 = 9 \) for \( i = 2; Z^3_1 = 3, \) and \( Z^3_2 = 8 \) for \( i = 3 \). Thus, \( \pi^*_1 = \{1, 3, 5, 7, 9\}, \pi^*_2 = \{2, 5, 9\}, \) and \( \pi^*_3 = \{3, 8\} \). Therefore, the conflicts arise three times: for position 3 between copy 2 of 1 and copy 1 of 3; for position 5 between copy 3 of 1 and copy 2 of 2; and for position 9 between copy 5 of 1 and copy 3 of 2. The values of \( \Psi_{ij}^l \) for \( i = 1, 2, 3, j = 1, \ldots, d_i \) and \( l = 1, \ldots, D \) calculated according to (3.19) are shown in Table 3.20. Finally, the costs \( C_{jk}^l \) for \( i = 1, 2, 3, j = 1, \ldots, d_i \) and \( k = 1, \ldots, D \) calculated according to (3.18) are given in Table 3.21. Therefore, the conflicts can easily be solved at no additional cost by moving copy 2 of 1 to position 4, by moving copy 3 of 1 to position 6, and by moving copy 5 of 1 to position 10. These changes result in the partition \( \pi_1 = \{1, 4, 6, 7, 10\}, \pi_2 = \{2, 6, 9\}, \) and \( \pi_3^* = \{3, 8\} \). This partition translates into the sequence

\[ 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1 \]

with no additional cost. Notice that the conflict for position 5 between copy 3 of 1 and copy 2 of 2 can also be solved at no additional cost by moving copy 2 of 2 to position 6 thus obtaining \( \pi'_1 = \{1, 4, 5, 7, 10\}, \pi_2 = \{2, 6, 9\}, \) and \( \pi_3^* = \{3, 8\} \), and an optimal sequence

\[ 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1. \]

Table 3.20. The costs \( \Psi_{ij}^l \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>( j )</th>
<th>( l )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( j )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

(3.20)
Table 3.21. The costs $C_{jk}^i$

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j/k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

The costs $\{C_{jk}^i\}$ defined in (3.18) and (3.19) define the following assignment problem $(P3)$:

$$\min \left\{ J_3(\pi) = \sum_{i=1}^{n} J^i_3(\pi_i) = \sum_{i=1}^{n} \left( \sum_{j=1}^{d_i} \sum_{k=1}^{D} C_{jk}^i y_{jk}^i \right) \right\}$$

subject to

$$\sum_{(i,j) \in I} y_{jk}^i = 1, \; k = 1, \ldots, D,$$

$$\sum_{k=1}^{D} y_{jk}^i = 1, \; (i,j) \in I,$$

where $I = \{(i,j) : i = 1, \ldots, n; \; j = 1, \ldots, d_i\}$.

Let $\{y_{jk}^i\}$ be a feasible solution to $(P3)$. We say that $\{y_{jk}^i\}$ preserves order if

$$\left( y_{jk}^i = 1 \text{ and } y_{j+1}^{i+1} = 1 \right) \Rightarrow k < l$$

for all $i,j,k$ and $l$. The assignments that preserve orders assign copy $j$ always in front of copy $j+1$ for any $i$ and thus can be turned into feasible $d-$partitions as follows:

**Theorem 3.3.** Let $\{y_{jk}^i\}$ be a feasible solution to $(P3)$ that preserves order. Then,

$$Y^i_j = k \text{ if and only if } y_{jk}^i = 1, \; \text{ for } i = 1, \ldots, n; \; k = 1, \ldots, D$$

is a feasible solution for $(P2)$. 

Proof. Equation (3.23) implies (3.16). Since \( \{y^j_{jk}\} \) preserves order, then \( \{Y^j\} \) satisfies (3.14). Finally, (3.24) implies (3.15) and (3.17). This ends the proof.

We now show that the order preserving solution to \((P3)\) always exists.

### 3.4 The Monge Property of Assignment Costs

The existence of order preserving solutions to the assignment problem \((P3)\) is ensured if only the assignment costs \( C^i_{j,k} \) in (3.18) have the local Monge property which is shown in the following lemma.

**Lemma 3.4.** If each matrix

\[
M_i = \begin{bmatrix} C^i_{jk} \end{bmatrix}_{d_i \times d_j} \quad i = 1, \ldots, n,
\]

is a Monge matrix, then there is an optimal solution \( \{y^i_{jk}\} \) to \((P3)\) that preserves order.

**Proof.** By contradiction. Suppose that no optimal solution \( \{y^i_{jk}\} \) to \((P3)\) preserves order. Consider an optimal solution \( \{y^i_{jk}\} \) with the smallest number of the quadruples \( i, j, k \) and \( l \) that violate (3.25). For any violation we have,

\[
y^j_{jl} = 1 \text{ and } y^j_{j+1l} = 1 \text{ and } k < l.
\]

However,

\[
C^i_{jk} + C^i_{j+1l} \leq C^i_{jl} + C^i_{j+1k},
\]

since \( M_i \) is a Monge matrix. Then, swapping \( j \) and \( j + 1 \) does not increase the cost of the assignment \( J_3 \) and at the same time it reduces the number of condition (3.25) violations. Thus, we get a contradiction since the solution \( \{y^i_{jk}\} \) was chosen with the smallest number of violations and thus the theorem holds.

It remains to show that the assignment costs \( C^i_{j,k} \) in (3.22) indeed have the local Monge property. We shall do this first for the absolute value functions of deviations, that is \( F_i = |\cdot|, i = 1, \ldots, n \) and than for any functions \( F_i, i = 1, \ldots, n \) that meet (3.5). We begin with preliminary observations in Lemmas 3.5 and 3.6.

**Lemma 3.5.** The following statements hold true:

1. \( j - kr_i \geq 0 \iff k < \left\lceil \frac{j}{r_i} \right\rceil \);
2. \( \left\lfloor \frac{j-1}{r_i} \right\rfloor \leq Z^i_j \leq \left\lceil \frac{j}{r_i} \right\rceil \);
3. \( p > j \Rightarrow Z^i_p > Z^i_j \) and \( \left\lceil \frac{p}{r_i} \right\rceil > \left\lceil \frac{j}{r_i} \right\rceil \);
4. \( p > j \Rightarrow p - kr_i > 0, \text{ for } k \leq Z^i_j. \)
Proof. (1) is obvious. (2) follows immediately from (3.11). The fact \( r_i \leq 1 \) implies (3). To prove (4), we notice that from (3) and (2),

\[
\left\lfloor \frac{p}{r_i} \right\rfloor > \left\lfloor \frac{j}{r_i} \right\rfloor \geq Z^i_j.
\]

Thus from (1)

\[
j - r_i Z^i_j > 0
\]

and hence

\[
j - kr_i > 0 \text{ for } Z^i_j \geq k.
\]

Lemma 3.6. \( 0 \leq \Psi^i_{jk} \leq 1 \) for all \( j, k \).

Proof. For any real number \( a \),

\[
-1 \leq |a + 1| - |a| \leq 1.
\]

By definition

\[
\Psi^i_{jk} = \left| |j - kr_i| - |j - 1 - kr_i| \right|,
\]

thus \( 0 \leq \Psi^i_{jk} \leq 1 \). \( \square \)

The following two Lemmas 3.7 and 3.8 show that the incremental cost of moving away from the ideal position is non-decreasing.

Lemma 3.7. For \( p > j \) and \( k < Z^i_j \), \( \Psi^i_{pk} \geq \Psi^i_{jk} \).

Proof. From Lemma 3.5 (1) and (2), \( p - kr_i > j - kr_i > 0 \) for \( k = 1, 2, \ldots, Z^i_j - 1 \). Therefore, \( \Psi^i_{pk} = 1, k = 1, 2, \ldots, Z^i_j - 1 \). Now, the lemma immediately follows from Lemma 3.6. \( \square \)

Lemma 3.8. For \( p > j \) and \( k \geq Z^i_p \), \( \Psi^i_{pk} \leq \Psi^i_{jk} \).

Proof. From Lemma 3.5 (3) and (2),

\[
k \geq Z^i_p \geq Z^i_{j+1} \geq \left\lfloor \frac{j}{r_i} \right\rfloor.
\]

Thus, from Lemma 3.5 (1), \( j - kr_i \leq 0 \). Then \( \Psi^i_{jk} = 1 \) for \( k \geq Z^i_p \), and the lemma follows from Lemma 3.6. \( \square \)

We are now ready to show the local Monge property for \( M_i \).

Theorem 3.9. The matrices \( M_i = \left[ C^i_{jk} \right]_{d_i \times D} \) \( i = 1, \ldots, n \), are Monge matrices.

Proof. It suffices to show that

\[
\Delta_{jk} = C^i_{jk+1} + C^i_{j+1k} - C^i_{jk} - C^i_{j+1k+1} \geq 0
\]
for any $j = 1, \ldots, d_i$ and $k = 1, \ldots, D - 1$. From (3.18) and (3.19), we have,

$$
\Delta_{jk} = \max(k+1, Z_j^i) - 1 \sum_{l=\min(k+1, Z_j^i)}^{Z_{j+1}^i} \Psi_{jl}^i + \max(k, Z_{j+1}^i) - 1 \sum_{l=\min(k, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i \\
= \max(k, Z_{j+1}^i) - 1 \sum_{l=\min(k, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i - \max(k+1, Z_{j+1}^i) - 1 \sum_{l=\min(k+1, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i + \min(k+1, Z_{j+1}^i) - 1 \sum_{l=\min(k, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i.
$$

We need to verify the following four cases:

For $k + 1 \leq Z_j^i < Z_{j+1}^i$, we obtain by Lemma 3.7,

$$
\Delta_{jk} = \Psi_{j+1k}^i - \max(k+1, Z_j^i) - 1 \sum_{l=\min(k+1, Z_j^i)}^{Z_{j+1}^i} \Psi_{jl}^i + \max(k, Z_{j+1}^i) - 1 \sum_{l=\min(k, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i = \Psi_{j+1k}^i - \Psi_{jk}^i \geq 0.
$$

For $Z_j^i \leq k < k + 1 \leq Z_{j+1}^i$, we obtain by (3.19),

$$
\Delta_{jk} = \Psi_{j+1k}^i - \max(k, Z_{j+1}^i) - \min(k+1, Z_{j+1}^i) \sum_{l=\min(k, Z_{j+1}^i)}^{Z_{j+1}^i} \Psi_{jl}^i = \Psi_{j+1k}^i + \Psi_{jk}^i \geq 0.
$$

For $k = Z_{j+1}^i < k + 1$, we obtain by Lemma 3.8,

$$
\Delta_{jk} = \sum_{l=k}^{k-1} \Psi_{j+1l}^i - \Psi_{j+1k}^i + \sum_{l=Z_j^i}^{Z_{j+1}^i-1} \Psi_{jl}^i = \Psi_{jk}^i - \Psi_{j+1k}^i \geq 0.
$$

For $Z_j^i < Z_{j+1}^i < k$, we obtain by Lemma 3.8,

$$
\Delta_{jk} = \sum_{l=Z_j^i}^{Z_{j+1}^i-1} \Psi_{j+1l}^i - \Psi_{j+1k}^i + \Psi_{jk}^i - \sum_{l=Z_j^i}^{Z_{j+1}^i-1} \Psi_{jl}^i = \Psi_{jk}^i - \Psi_{j+1k}^i \geq 0.
$$

Therefore, we always have $\Delta_{jk} \geq 0$, and thus the theorem holds. □

Theorem 3.9 holds generally for any functions $F_i$, $i = 1, \ldots, n$ that meet (3.5). To prove this it is sufficient to show that Lemmas 3.7 and 3.8 hold for these functions but first we need to show how to calculate the ideal position for the general case. We have the following theorem.
Theorem 3.10. An optimal solution $\pi_i^\ast = (Z_i^1, \ldots, Z_i^{d_i})$ to $(P2i)$ for a convex function $F_i(\cdot)$ satisfying (3.5) is given by

$$Z_j^i = \left\lceil k_j^i \right\rceil, \quad j = 1, \ldots, d_i,$$

(3.27)

where $k_j^i$ is the unique crossing point satisfying

$$F_i(j - k_j^i r_i) = F_i(j - 1 - k_j^i r_i).$$

The value of objective function $J_2^i$ in (3.9) for $\pi_i^\ast$ equals

$$J_2^i(\pi_i^\ast) = \sum_{k=1}^{D} \inf_{j} f_j^i(k).$$

Notice that for any symmetric $F_i(\cdot)$, that is satisfying $F_i(y) = F_i(-y)$ for any $y$, we have $k_j^i = Z_j^i$, where $Z_j^i = \left\lceil \frac{2j - 1}{2r_i} \right\rceil$ as in (3.11). We now show the counterparts of Lemmas 3.7 and 3.8 for convex functions $F_i(\cdot)$ satisfying (3.5).

Lemma 3.11. For $p > j$ and $k < Z_j^i$, $\Psi_{pk}^i \geq \Psi_{jk}^i$.

Proof. By Lemma 3.5 (2), $k < Z_j^i$ implies $k < \left\lceil \frac{j}{r} \right\rceil$. Then, by Lemma 3.5 (1), $j - kr_i > 0$. Therefore, $l - kr_i > 0$ for $l = j, j + 1, \ldots, p$ as shown in Fig. 3.3a, b. We need to consider two cases:

1. $j - 1 - kr_i \geq 0$, see Fig. 3.3a. Then, the lemma holds since $l - kr_i > 0$ for $l = j - 1, j, j + 1, \ldots, p$ and $F_i(\cdot)$ is convex.

![Fig. 3.3 Plots of $|j - kr_i|$ for $k < Z_j^i$: (a) $j - 1 - kr_i \geq 0$ and (b) $j - 1 - kr_i < 0$](image-url)
2. \( j - 1 - k r_i < 0 \), see Fig. 3.3b. Using, (3.6) and (3.19), we obtain

\[
\Psi_{pk}^i \geq \cdots \geq \Psi_{j+2k}^i \geq \Psi_{j+1k}^i = F_i(j + 1 - k r_i) - F_i(j - k r_i) \\
\geq F_i(j - k r_i) - F_i(0) = F_i(j - k r_i).
\]

Thus, the lemma follows since \( \Psi_{jk}^i = F_i(j - k r_i) - F_i(j - 1 - k r_i) \geq 0 \) and \( F_i(j - 1 - k r_i) \geq 0 \).

This completes the proof. \( \square \)

**Lemma 3.12.** For \( p > j \) and \( k \geq Z_p^i \), \( \Psi_{pk}^i \leq \Psi_{jk}^i \).

**Proof.** By Lemma 3.5 (3), \( k \geq Z_p^i \geq \left\lceil \frac{p-1}{r_i} \right\rceil \). Then, by Lemma 3.5 (1), \( p - 1 - k r_i \leq 0 \). Therefore, \( l - k r_i \leq 0 \) for \( l = j, \ldots, p-1 \) as shown in Fig. 3.4a, b. We need to consider two cases:

1. \( p - k r_i \leq 0 \), see Fig. 3.4a. This implies \( l - k r_i \leq 0 \) for \( l = j, \ldots, p-1, p \). Thus, \( \Psi_{pk}^i \leq \Psi_{jk}^i \) follows from the convexity of \( F_i(\cdot) \).
2. \( p - k r_i > 0 \), see Fig. 3.4b. Using, (3.6) and (3.19), we obtain

\[
\Psi_{jk}^i \geq \cdots \geq \Psi_{p-2k}^i \geq \Psi_{p-1k}^i = F_i(p - 1 - k r_i) - F_i(p - k r_i) \\
\geq F_i(p - 1 - k r_i) - F_i(0) = F_i(p - 1 - k r_i).
\]

Thus, the lemma follows since \( \Psi_{pk}^i = F_i(p - 1 - k r_i) - F_i(p - k r_i) \geq 0 \) and \( F_i(p - k r_i) \geq 0 \).

This completes the proof. \( \square \)

---

**Fig. 3.4** Plots of \(|j - k r_i|\) for \( k \geq Z_p^i \): (a) \( p - k r_i \leq 0 \) and (b) \( p - k r_i > 0 \)
3.5 The Equivalence

We now show that the minimization of (P2) is equivalent to minimization of (P3). We begin with the following lemma.

**Lemma 3.13.** For any partition $\pi_i = \{Y^i_1, \ldots, Y^i_{d_i}\}$, we have

$$J^i_2(\pi_i) = J^i_3(\pi_i) + D \sum_{k=1}^{D} \inf_{j} f^i_j(k). \quad (3.28)$$

**Proof.** The proof is by induction on

$$\alpha(\pi_i) = \sum_{j=1}^{d_i} |Y^i_j - Z^i_j|.$$ 

For $\pi_i$ with $\alpha = 0$, we have

$$Y^i_j = Z^i_j, \text{ for } j = 1, \ldots, d_i,$$

thus by Theorem 3.1 or generally Theorem 3.10,

$$J^i_2(\pi_i) = D \sum_{k=1}^{D} \inf_{j} f^i_j(k),$$

and by (3.22) and (3.18)

$$J^i_3(\pi_i) = 0.$$

Thus the lemma holds for any $\pi_i$ with $\alpha = 0$. Suppose that the lemma holds for any $\pi_i$ with $\alpha(\pi_i) = k \geq 0$. We now prove that then it also holds for any solution $\pi_i$ with $\alpha(\pi_i) = k + 1$. Consider a solution $\pi_i$ with $\alpha(\pi_i) = k + 1 > 0$. Let $m$ be such that

$$|Y^i_m - Z^i_m| = \max_{j} \{|Y^i_j - Z^i_j|\} \geq 1. \quad (3.29)$$

Clearly, such $m$ exists since $\alpha(\pi_i) = k + 1 \geq 1$. Assume first that

$$Y^i_m - Z^i_m \geq 0. \quad (3.30)$$

If there are more that one $m$ that satisfy both (3.29) and (3.30), then take the smallest of them. We have $Y^i_m \geq Z^i_m + 1$. Define $\pi'_i = \{X^i_1, \ldots, X^i_{d_i}\}$, where

$$X^i_j = \begin{cases} Y^i_j & \text{if } j \neq m, \\ Y^i_j - 1 & \text{if } j = m. \end{cases}$$

Clearly, $\alpha(\pi'_i) = k$, thus, by the inductive assumption

$$J^i_2(\pi'_i) = J^i_3(\pi'_i) + D \sum_{k=1}^{D} \inf_{j} f^i_j(k). \quad (3.31)$$
Moreover,
\[ J_i^2(\pi'_i) = J_i^3(\pi'_i) + C_{m,Y_m^i} - C_{m,X_m^i}, \tag{3.32} \]
and
\[ J_i^2(\pi'_i) - J_i^2(\pi_i) = f_{m-1}^i(X_{m-1}^i) - f_m^i(X_m^i). \]

For \( Y_m^i > X_m^i \geq Z_m^i \), using (3.18) we obtain
\[ C_{m,Y_m^i} - C_{m,X_m^i} = \Psi_{m,X_m^i}, \]
and using (3.19) we obtain
\[ f_{m-1}^i(X_{m-1}^i) - f_m^i(X_m^i) = \Psi_{m,X_m^i}. \]

Thus, by (3.31) we have
\[ J_i^2(\pi_i) = J_i^2(\pi'_i) + \Psi_{m,X_m^i} = J_i^3(\pi'_i) + \Psi_{m,X_m^i} + \sum_{k=1}^{D} \inf_j f_j^i(k) \]
\[ = J_i^3(\pi_i) + \sum_{k=1}^{D} \inf_j f_j^i(k). \]

Thus, it remains to show that \( \pi'_i \) is feasible. We need only to prove that if \( m > 1 \), then \( Y_{m-1}^i < Y_m^i - 1 \) in \( Y \). Otherwise, \( Y_{m-1}^i + 1 = Y_m^i \) and we have
\[ Y_{m-1}^i - Z_{m-1}^i = (Y_{m-1}^i - Z_m^i) + (Z_m^i - Z_{m-1}^i) \]
\[ = (Y_m^i - Z_m^i) + (Z_m^i - Z_{m-1}^i) - 1 \geq Y_m^i - Z_m^i. \]

The last inequality follows from Lemma 3.5 (3), see also Exercise 3.19. This leads to a contradiction since \( m - 1 \) satisfies (3.29) and (3.30), and it is smaller than \( m \). Thus if \( m > 1 \), then \( Y_{m-1}^i < Y_m^i - 1 \) in \( \pi_i \), which implies that \( \pi'_i \) is a feasible solution. Therefore, the lemma holds for \( \alpha(\pi_i) = k + 1 \).

Assume now that
\[ Z_m^i - Y_m^i > 0. \tag{3.33} \]
If there are more than one \( m \) that satisfy both (3.29) and (3.33) take the largest of them. We have \( Z_m^i \geq Y_m^i + 1 \). Define a solution \( \pi'_i = \{X_1^i, \ldots, X_{d_i}^i\} \), where
\[ X_j^i = \begin{cases} Y_j^i & \text{if } j \neq m, \\ Y_j^i + 1 & \text{if } j = m. \end{cases} \]

Clearly, \( \alpha(\pi'_i) = k \), thus by the inductive assumption
\[ J_i^2(\pi'_i) = J_i^3(\pi'_i) + \sum_{k=1}^{D} \inf_j f_j^i(k). \tag{3.34} \]
For $Z^i_m \geq X^i_m > Y^i_m$, using (3.19) and (3.18) we obtain

$$J^i_3(\pi_i) = J^i_3(\pi'_i) + C^i_{m,Y^i_m} - C^i_{m,X^i_m} = \Psi^i_{m,Y^i_m},$$  \hspace{1cm} (3.35)$$

and

$$J^i_2(\pi_i) - J^i_2(\pi'_i) = f^i_m(Y^i_m) - f^i_{m-1}(Y^i_m) = \Psi^i_{m,Y^i_m}.$$  

Thus, by (3.34) we have

$$J^i_2(\pi_i) = J^i_2(\pi'_i) + \Psi^i_{m,X^i_m} = J^i_3(\pi'_i) + \Psi^i_{m,X^i_m} + \sum_{k=1}^D \inf_j f^i_j(k)$$

and the lemma holds for $\alpha(\pi_i) = k + 1$. Thus, it remains to show that $\pi'_i$ is feasible. We need only to prove that if $m < d_i$, then $Y^i_m + 1 < Y^i_{m+1}$ in $\pi_i$. Otherwise, $Y^i_m + 1 = Y^i_{m+1}$ and we have

$$Z^i_{m+1} - Y^i_{m+1} = (Z^i_m - Y^i_{m+1}) + (Z^i_{m+1} - Z^i_m)$$

$$= (Z^i_m - Y^i_m) + (Z^i_{m+1} - Z^i_m) - 1 \geq Z^i_m - Y^i_m.$$  

The last inequality follows from Lemma 3.5 (3), see also Exercise 3.19. This leads to a contradiction since $m + 1$ satisfies (3.29) and (3.33), and it is larger than $m$. Thus if $m < d_i$, then $Y^i_m + 1 < Y^i_{m+1}$ in $\pi_i$, which implies that $\pi'_i$ is feasible. The lemma holds for $\alpha(\pi_i) = k + 1$ and by induction for any $k \geq 0$. \hfill \Box

The equivalence can now readily be established.

**Theorem 3.14.** For any $d = (d_1, \ldots, d_n)$—partition $\pi$ of $\{1, \ldots, D\}$,

$$F(S) = J_2(\pi) = J_3(\pi) + \sum_{i=1}^n \sum_{k=1}^D \inf_j f^i_j(k).$$

**Proof.** Let $\pi = (\pi_1, \ldots, \pi_n)$. By (3.13), (3.22) and Lemma 3.13, we have

$$J_2(\pi) = \sum_{i=1}^n J_2(\pi_i) = \sum_{i=1}^n J^i_3(\pi_i) + \sum_{i=1}^n \sum_{k=1}^D \inf_j f^i_j(k)$$

$$= J_3(\pi) + \sum_{i=1}^n \sum_{k=1}^D \inf_j f^i_j(k),$$

which proves the theorem. \hfill \Box

**3.6 The Solution**

By Theorem 3.14 a partition $\pi$ that minimizes $J_3(\pi)$ minimizes $J_2(\pi)$ at the same time. The following theorem shows how the $\pi$ can be found.
Theorem 3.15. Let \( \{y_{jk}\} \) be an optimal solution for \((P3)\) that preserves order. Then

\[
x_{ik} = \sum_{l=1}^{k} \sum_{j=1}^{d_l} y_{jl}^j \quad \text{for } i = 1, \ldots, n; \quad k = 1, \ldots, D,
\]

(3.36)
is an optimal solution for \((P1)\) and

\[
Y_{i}^j = k \text{ if and only if } y_{jk}^i = 1, \quad \text{for } i = 1, \ldots, n; \quad k = 1, \ldots, D
\]
is an optimal solution for \((P2)\).

Proof. The solution \( \{x_{ik}\} \) satisfies constraints (3.3)–(3.4). By (3.23)

\[
0 \leq x_{ik+1} - x_{ik} = \sum_{l=1}^{k+1} \sum_{j=1}^{d_l} y_{jl}^j - \sum_{l=1}^{k} \sum_{j=1}^{d_l} y_{jl}^j = \sum_{j=1}^{d_l} y_{jl}^j - \sum_{(i,j) \in I} y_{jl}^j \leq \sum_{(i,j) \in I} y_{jl}^j = 1,
\]

again by (3.23) \( Z^i_j \)

\[
\sum_{l=1}^{n} x_{ik} = \sum_{l=1}^{n} \sum_{j=1}^{k} d_l y_{jl}^j = \sum_{l=1}^{k} \sum_{(i,j) \in I} y_{jl}^j = k,
\]

by (3.24)

\[
x_{iD} = \sum_{l=1}^{D} \sum_{j=1}^{d_l} y_{jl}^j = \sum_{j=1}^{D} \sum_{l=1}^{d_l} y_{jl}^j = d_i.
\]
The (3.23) implies (3.16). Since \( \{x_{ik}\} \) preserves order, then \( \{Y_{i}^j\} \) satisfies (3.14). Finally, (3.24) implies (3.15) and (3.17). By Theorem (3.14), the optimality of \( \{y_{jk}^i\} \) implies optimality of \( \{Y_{i}^j\} \). Finally, since \((P1)\) and \((P2)\) are equivalent, the \( \{x_{ik}\} \) is optimal for \((P1)\). This ends the proof. \( \Box \)

Let us close this section with a brief discussion of the time complexity of our approach. There are \( D^2 \) values \( \Psi_{jk}^i \) to calculate, and then there are \( D^2 \) values \( C_{jk}^i \) to calculate, each takes \( O(D) \) steps to calculate. Therefore, the calculation of the assignment costs takes \( O(D^3) \) steps. The Hungarian method takes \( O(D^3) \) steps to solve the assignment problem \((P3)\) and the possible swapping to make the assignment order preserving can be done in \( O(D) \) steps. Therefore, the optimal solution to the original problem can be obtained in \( O(D^3) \) steps. The step here is meant as a simple arithmetic operation, addition and multiplication, or the calculation of the value of function \( F_i(x) \) at \( x \). Therefore, the algorithm runs in time polynomial in \( D \) as long as the value \( F_i(x) \) can be calculated in time polynomial in \( D \) for each \( x \).
3.7 Minimization of Maximum Deviation

The maximum deviation minimization problem is defined as follows.

\[
\min_S \left\{ G(S) = \max_{i,k} F_i(x_{ik} - kr_i) \right\} \tag{3.37}
\]

subject to

\[
\sum_{i=1}^{n} x_{ik} = k \quad k = 1, \ldots, D \tag{3.38}
\]

\[
0 \leq x_{ik+1} - x_{ik} \leq 1 \quad i = 1, \ldots, n; k = 1, \ldots, D - 1 \tag{3.39}
\]

\[
x_{iD} = d_i \quad i = 1, \ldots, n. \tag{3.40}
\]

where \( F_i(\cdot) \) is a non-negative convex function satisfying

\[
F_i(0) = 0 \text{ and } F_i(x) > 0 \text{ for } x \neq 0, \quad i = 1, \ldots, n. \tag{3.41}
\]

We reserve the term bottleneck deviation problem, or just the bottleneck problem, for the minimization of the maximum deviation with all \( F_i(\cdot) \) being the absolute value functions, \(|\cdot|\). We now show that our approach to the minimization of total deviation based on the level curves works for the maximum deviation minimization problem as well. The approach transforms the maximum deviation minimization to an equivalent bottleneck assignment problem which we define in the next section.

3.8 The Bottleneck Assignment

The solution to (3.37) subject to constraints (3.38–3.41) can be found by solving the following bottleneck assignment problem

\[
\min \left\{ \max_{i,j,k} B^i_{jk} y^i_{jk} \right\} \tag{3.42}
\]

subject to

\[
\sum_{(i,j) \in I} y^i_{jk} = 1, \quad k = 1, \ldots, D, \tag{3.43}
\]

\[
\sum_{k=1}^{D} y^i_{jk} = 1, \quad (i,j) \in I, \tag{3.44}
\]

where \( I = \{(i,j) : i = 1, \ldots, n, \quad j = 1, \ldots, d_i\} \) and the costs

\[
B^i_{jk} = \max\{f^j_{i-1}(k-1), f^j_i(k)\} \tag{3.45}
\]

\[
= \max\{F_i(j - 1 - (k-1)r_i), F_i(j - kr_i)\}. \tag{3.46}
\]
3.8 The Bottleneck Assignment

Example 10.6 illustrates the calculations of $B^i_{jk}$. The idea behind calculating the costs $B^i_{jk}$ is follows closely the idea behind the calculation of $C^i_{jk}$ in Sect. 3.3. Suppose that $\pi_i = \{Y^i_1, \ldots, Y^i_{d_i}\}$ and that this set is ordered in ascending order, that is $Y^i_1 < \cdots < Y^i_{d_i}$. Then, the cost in (3.1) is charged according to $f^i_0$ at each $k = 1, \ldots, Y^i_1 - 1$, then according to $f^i_1$ at each $k = Y^i_1, \ldots, Y^i_2 - 1$, and so on until $k = Y^i_{d_i}$ where the cost starts being charged according to $f^i_{d_i}$ and continues doing so until $k = D$. The highest cost along $f^i_0$ is $f^i_0(Y^i_1 - 1)$, the highest cost along $f^i_1$ is $\max\{f^i_1(Y^i_1), f^i_1(Y^i_2 - 1)\}$, and finally the highest cost along $f^i_{d_i}$ is $f^i_{d_i}(Y^i_{d_i})$. Therefore, by assigning the costs $\max\{f^i_0(Y^i_1 - 1), f^i_1(Y^i_1)\}$, $\max\{f^i_1(Y^i_2 - 1), f^i_2(Y^i_2)\}$ and $\max\{f^i_{d_i - 1}(Y^i_{d_i} - 1), f^i_{d_i}(Y^i_{d_i})\}$ to the points $Y^i_1, Y^i_2$ and $Y^i_{d_i}$ respectively we obtain the required cost of (3.45) or equivalently the cost (3.37). Thus, the solution to this bottleneck assignment problem can be turned in the solution to the original maximum deviation minimization problem in a way similar to the one described earlier in this chapter for the minimization of total deviation provided that there exist order preserving solutions to the bottleneck assignment problem. Their existence will be shown in the next section.

Example 3.16. Consider the instance $d = (5, 3, 2)$ and $F_i = | \cdot |$ for $i = 1, \ldots, n$ from Example 3.2. The costs $B^i_{jk}$ for $i = 1, 2, 3$, $j = 1, \ldots, d_i$ and $k = 1, \ldots, D$ calculated according to (3.45) are given in Table 3.47. □
3.9 The Bottleneck Monge Property

The following theorem proves the local bottleneck Monge property.

**Theorem 3.17.** The matrices $L_i = \left[B_{j,k}^i\right]_{d_i \times D}$, $i = 1, \ldots, n$, are bottleneck Monge matrices.

**Proof.** It suffices to show that

\[
\max\{B_{jk}^i, B_{j+1,k}^i\} \leq \max\{B_{j+1,k}^i, B_{ji}^i\},
\]

by (3.45)

\[
\max\{\max\{f_{j-1}^i(k-1), f_{j}^i(k)\}, \max\{f_{j+1}^i(l-1), f_{j}^i(l)\}\} \leq \max\{\max\{f_{j}^i(k-1), f_{j+1}^i(k)\}, \max\{f_{j-1}^i(l-1), f_{j}^i(l)\}\}.
\]

(3.48)

This inequality holds since clearly

\[
\max\{f_{j}^i(k), f_{j}^i(l-1)\} \leq \max\{f_{j}^i(k-1), f_{j}^i(l)\}
\]

and

\[
f_{j-1}^i(k-1) \leq f_{j-1}^i(l-1)
\]

for $k - 1 \geq \frac{j-1}{r_i}$ and

\[
f_{j-1}^i(k-1) \leq f_{j}^i(k-1)
\]
otherwise, and
\[ f_{j+1}^i (l) \leq f_{j+1}^i (k) \]
for \( l \leq \frac{j+1}{r_i} \) and
\[ f_{j+1}^i (l) \leq f_{j}^i (l) \]
otherwise. \( \square \)

Thus, we have.

**Theorem 3.18.** There is an optimal solution \( \{y_{jk}^i\} \) to (P4) that preserves order.

**Proof.** By contradiction. Suppose that no optimal solution \( \{y_{jk}^i\} \) to (P4) preserves order. Consider an optimal solution \( \{y_{jk}^i\} \) with the smallest number of the quadruples \( i, j, k \) and \( l \) that violate (3.25). For any violation we have,
\[ y_{jl}^i = 1 \text{ and } y_{j+1k}^i = 1 \text{ and } k < l. \]

However,
\[ \max\{B_{jk}^i, B_{j+1l}^i\} \leq \max\{B_{jl}^i, B_{j+1k}^i\}, \]
since \( L_i \) is a Monge matrix. Then, swapping \( j \) and \( j + 1 \) does not increase the cost (3.42) and at the same time it reduces the number of condition (3.25) violations. Thus, we get a contradiction since the solution \( \{y_{jk}^i\} \) was chosen with the smallest number of violations and thus the theorem holds. \( \square \)

The optimal solution to P4 and thus to the original problem can be obtained in \( O(D^3) \) steps, see Burkard et al. [24], and also Burkard et al. [25] for a comprehensive review of assignment algorithms. The step here is again meant as a simple arithmetic operation, addition and multiplication, or the calculation of the value of function \( F_i(x) \) at \( x \). Therefore, the algorithm runs in time polynomial in \( D \) as long as the value \( F_i(x) \) can be calculated in time polynomial in \( D \) for each \( x \). Chapter 5 will show a more efficient algorithm for the bottleneck deviation minimization for a special case of the absolute value of deviation, \( F_i = |\cdot|, i = 1, \ldots, n. \)

### 3.10 Exercises

**Exercise 3.19.** Let \( Z_j^i = \left[ k_j^i \right] \), where \( k_j^i \) is the unique crossing point satisfying
\[ F_i(j - k_j^ir_i) = F_i(j - 1 - k_j^ir_i) \]
for \( F_i(\cdot) \) being a non-negative convex function satisfying
\[ F_i(0) = 0 \text{ and } F_i(x) > 0 \text{ for } x \neq 0, i = 1, \ldots, n. \]
Show that the following statements hold true:

1. \(\left\lfloor \frac{j-1}{r_i} \right\rfloor \leq Z_i^j \leq \left\lceil \frac{j}{r_i} \right\rceil\);
2. \(p > j \Rightarrow Z_p^i > Z_j^i\) and \(\left\lceil \frac{p}{r_i} \right\rceil > \left\lceil \frac{j}{r_i} \right\rceil\);
3. \(p > j \Rightarrow p - kr_i > 0\), for \(k \leq Z_i^j\).

**Exercise 3.20.** Show that the cost matrix \([C_{jk}^i]\) is not a Monge matrix.

**Exercise 3.21.** Show that the cost matrix \([B_{jk}^i]\) is not a bottleneck Monge matrix.

**Exercise 3.22.** Show that the optimal solutions to the total deviation problem may not be population monotone. Hint: See Józefowska et al. [26].

**Exercise 3.23.** Show that for any \(i\) there are \(O(D)\) costs \(B_{jk}^i\) in the cost matrix \([B_{jk}^i]\) of the bottleneck assignment problem (3.42) that are less than 1. Thus there are \(O(nD)\) costs \(B_{jk}^i\) in the cost matrix \([B_{jk}^i]\) of the bottleneck assignment problem (3.42) that are less than 1.

### 3.11 Comments and References

The minimization of total deviation problem was formulated in Monden [8] and further refined in Miltenburg [21]. These early formulations assumed the absolute and the square functions of point deviations. The problem was solved by reduction to the assignment problem by Kubiak and Sethi [27, 28] for the general case of unimodal convex functions. The solution to the bottleneck deviation problem by its reduction to the bottleneck assignment problem was suggested by Kubiak [23] and subsequently formulated by Bautista et al. [29]. This solution works for any unimodal function of deviation. Chapter 5 will present a different solution proposed by Steiner and Yeomans [30] for the absolute deviations. For an introduction to Monge matrices and their applications in optimization see Burkard et al. [31]. Inman and Bulfin [32] independently introduced the concept of ideal positions.
Chapter 4
Optimality of Cyclic Sequences and the Oneness

4.1 Introduction

This chapter addresses the question whether there always exist cyclic optimal solutions to the total deviation problem and the maximum deviation problem studied in Chap. 3. This question can formally be stated as follows:

Let $S$ be an optimal sequence for $d = (d_1, \ldots, d_i, \ldots, d_n)$. Is $S^m$, for any integer $m \geq 1$, an optimal sequence for $md = (md_1, \ldots, md_i, \ldots, md_n)$, where $S^m$ is a concatenation of $m$ copies of $S$?

An affirmative answer to this question given in this chapter supports the usual for just-in-time manufacturing systems practice of repeating relatively short sequence to build a sequence for a longer time horizon, Monden [22] and Miltenburg [21].

This answer has also obvious consequences for the computational time complexity of any optimization algorithm for just-in-time sequences. This time complexity depends on the magnitude of demands $d_1, \ldots, d_n$ and consequently on the magnitude of total demand $D$. The only known polynomial time, with respect to $D$ and $n$, optimization algorithms for just-in-time sequences have time complexity $O(D^3)$, see Chap. 3. The cyclic optimal solutions make it possible to reduce each of these demands by the factor of $m$, where $m$ is the greatest common divisor of numbers $d_1, \ldots, d_n$, in the computations of optimal just-in-time sequences. The Euclid’s algorithm can find the $m$ in $O(n \log D)$ steps, see for instance Graham et al. [10]. Furthermore, the cyclic optimal solutions make a small step forward in tackling theoretically intriguing question of how succinct the encoding of optimal just-in-time sequence can be? The answer to this question also pertains to the computational complexity of the total deviation and the maximum deviation problems since the input of these problems can be made very short by the binary encoding of the demands $d_1, \ldots, d_n$ using $O(\sum_{i=1}^{n} \log(d_i + 1))$ bits. This encoding, however, makes all polynomial time, with respect to $D$ and $n$, algorithms for the total deviation problem and the maximum deviation problem pseudopolynomial time algorithms, see Grigoriev [33] for a review of the high multiplicity problems. Therefore, the question whether
there is an algorithm with time complexity bounded by a polynomial function of \( \log D \) and \( n \) remains open.

The affirmative answer to the main question of this chapter typically relies on two crucial observations. First, for the concatenation \( ST \) of sequences \( S \) and \( T \) for \( a\mathbf{d} = (ad_1, \ldots, ad_n) \) and \( b\mathbf{d} = (bd_1, \ldots, bd_n) \) respectively, with \( a \) and \( b \) being positive integers, we have \( F(ST) = F(S) + F(T) \) for the total deviation problem, and \( G(ST) = \max\{G(T), G(S)\} \) for the bottleneck deviation problem. Second, even if one relaxes the constraints \( x_{id} = d_i, \ i = 1, \ldots, n \), there still exists an optimal sequence \( S^* \) such that \( x_{id}^* = d_i \) for all \( i \). The latter would usually require to prove that a simple exchange of two copies of different models in a given sequence does not increase either the total or the maximum deviation of the sequence. However, since the copies exchanged might be of different models this technique may increase these deviations in general whenever the \( F_i \)s differ. Thus the simple exchange method fails to work in a general case unless some exchanges are forbidden. Consequently, a more sophisticated exchange method will be developed in Sect. 4.3 of this chapter to prove the existence of cyclic optimal solutions. This method limits the exchanges to the copies of models that occupy positions at the same distance from the ends \( 1 \) and \( D \) of a sequence, we assume for the time being that all demands are even. That is the exchange will only be allowed between positions \( 1 \) and \( D \), \( 2 \) and \( D - 1 \), \( 3 \) and \( D - 2 \), etc., we refer to this exchange as shuffling. We show that the shuffling does not increase either the total deviation or the maximum deviation of the sequence, and that the shuffling can be done to ensure that the resulting sequence has the number of copies of each model equally split between its two halves. The existence of this desired distribution of model copies will be guaranteed by the Hall’s Theorem for bipartite regular graphs, see for instance Bondy and Murty [34]. Our method will rely on the assignment problems equivalent to the total deviation problem and the bottleneck deviation problems developed in Chap. 3. The crucial symmetries embedded in this assignment problem costs are proven in Sect. 4.2 for the total deviation problem and in Sect. 4.5 for the maximum deviation problem. The optimality of cyclic solutions is shown in Sects. 4.4 and 4.5.

Finally, Sect. 4.6 addresses the question whether optimal solutions to the total deviation problem can always be found among the just-in-time sequences with the bottleneck deviation not exceeding 1, more precisely in the following set of just-in-time sequences

\[
\Omega = \{ S : |x_{ik} - kr_i| \leq 1 \text{ for } i = 1, \ldots, n; k = 1, \ldots, D \},
\]

thus the term oneness. Interestingly, this set is non-empty for any instance \( \mathbf{d} \), which we show in Chap. 5. Moreover, it will be shown in this chapter that the minimization on \( \Omega \) makes some total deviation problems with different \( F_i \)s equivalent. This is the case for the absolute value \( F_i = |\cdot| \) and the square \( F_i = (\cdot)^2 \) for all \( i \) functions. However, this question itself has a negative answer in general.
4.2 Symmetries of $C^i_{jk}$s for Symmetric $F_i$s

This section studies various symmetries inherited by the cost coefficients $C^i_{jk}$ from the symmetric $F_i$ for $i = 1, \ldots, n$. The symmetries will be crucial in the proof that there exist optimal solutions that are cyclic. We begin with the following standard feature of convex functions, see Rockafellar [35].

**Lemma 4.1.** For a convex function $f$ and four distinct points $\alpha_1, \alpha_2, \alpha_3,$ and $\alpha_4$ such that $\alpha_2 - \alpha_1 = \alpha_4 - \alpha_3$ and $\alpha_1 < \alpha_2 < \alpha_4,$ (4.1)
we have the following inequality

$$f(\alpha_1) + f(\alpha_4) \geq f(\alpha_2) + f(\alpha_3).$$

**Proof.** We observe that $\alpha_1 < \alpha_3 < \alpha_4.$ By (4.1), there is $\lambda, 0 < \lambda < 1,$ such that $\alpha_2 = \lambda \alpha_1 + (1 - \lambda) \alpha_4$ and $\alpha_3 = (1 - \lambda) \alpha_1 + \lambda \alpha_4.$

Therefore for a convex $f,$ we have

$$f(\alpha_2) \leq \lambda f(\alpha_1) + (1 - \lambda) f(\alpha_4) \quad \text{and} \quad f(\alpha_3) \leq (1 - \lambda) f(\alpha_1) + \lambda f(\alpha_4).$$

By summing up these two inequalities side by side, we obtain the required inequality

$$f(\alpha_2) + f(\alpha_3) \leq f(\alpha_1) + f(\alpha_4).$$

The following lemma shows that the cost of being early grows at the same rate as the cost of being late whenever an actual position of a copy moves away from the copy’s ideal position. Thus the penalty for deviating from the ideal position can be expected to be symmetric. However, this is not exactly the case. The penalty for finishing $l > 0$ positions after the ideal position is not necessarily equal the penalty for finishing $l$ positions before. Thus, somewhat surprisingly, the symmetry is not ensured by the symmetry of functions $F_i$ for the ideal vertices $\frac{Z^i_j - 1}{2}$ and $\frac{Z^i_j + 1}{2}$ do not necessarily fall in the middle of two neighboring integers $Z^i_j - 1$ and $Z^i_j,$ where the latter is the ideal position of copy $j.$ Here are the details.

**Lemma 4.2.** Let $1 \leq k < Z^i_j < m \leq D$ for some $i = 1, \ldots, n$ and $j = 1, \ldots, d_i.$ We have.

$$\begin{align*}
C^i_{jm} &\geq C^i_{jk} \quad \text{if } m + k > 2Z^i_j \\
C^i_{jm} &\leq C^i_{jk} \quad \text{if } m + k < 2Z^i_j \\
C^i_{jm} &\leq C^i_{jk} \quad \text{if } m + k = 2Z^i_j \text{ and } 0 \leq \varepsilon_{ij} < \frac{1}{2} \\
C^i_{jm} &= C^i_{jk} \quad \text{if } m + k = 2Z^i_j \text{ and } \varepsilon_{ij} = \frac{1}{2} \\
C^i_{jm} &\geq C^i_{jk} \quad \text{if } m + k = 2Z^i_j \text{ and } \frac{1}{2} < \varepsilon_{ij} < 1
\end{align*}$$
where
\[
0 \leq \left\lceil \frac{2j - 1}{2r_i} \right\rceil - \frac{2j - 1}{2r_i} = \varepsilon_{ij} < 1.
\]

Proof. We have, for \(m > Z^i_j\) and \(k < Z^i_j\)
\[
C^i_{jm} = \sum_{l=Z^i_j}^{m-1} \Psi^i_{jl} = \sum_{l=Z^i_j}^{m-1} [F_i(j - 1 - lr_i) - F_i(j - lr_i)]
\]
and
\[
C^i_{jk} = \sum_{l=k}^{Z^i_j-1} \Psi^i_{jl} = \sum_{l=k}^{Z^i_j-1} [F_i(j - 1 - lr_i) - F_i(j - 1 - lr_i)].
\]
First, let \(m + k > 2Z^i_j\). Consider \(C^i_{jm} - C^i_{jk}\), and couple \(\Psi^i_{jZ^i_j+a}\) from \(C^i_{jm}\) with \(\Psi^i_{jZ^i_j-a}\) from \(C^i_{jk}\), for \(a = 1, \ldots, Z^i_j - k\). Since \(m > 2Z^i_j - k\) we get
\[
\Delta_{mk} = C^i_{jm} - C^i_{jk} \geq \sum_{a=1}^{Z^i_j-k} (\Psi^i_{jZ^i_j+a} - \Psi^i_{jZ^i_j-a}).
\]
Thus, it suffices to prove that
\[
\Psi^i_{jZ^i_j+a} - \Psi^i_{jZ^i_j-a} = F_i(j - 1 - Z^i_j r_i - ar_i)
- F_i(j - Z^i_j r_i - ar_i) - F_i(j - Z^i_j r_i + ar_i)
+ F_i(j - 1 - Z^i_j r_i + ar_i) \geq 0.
\]
for an arbitrary \(a, a = 1, \ldots, Z^i_j - k\). By definition of \(Z^i_j\)
\[
Z^i_j r_i = \left\lceil \frac{2j - 1}{2r_i} \right\rceil, \quad r_i = j - \frac{1}{2} + \varepsilon_{ij} r_i,
\]
for some \(0 \leq \varepsilon_{ij} < 1\). For a symmetric \(F_i(\cdot)\), we get
\[
\Psi^i_{jZ^i_j+a} - \Psi^i_{jZ^i_j-a} = F_i(\alpha_4) - F_i(\alpha_1) - F_i(\alpha_3) + F_i(\alpha_2),
\]
where
\[
\alpha_1 = \frac{1}{2} - \varepsilon_{ij} r_i - ar_i,
\]
\[
\alpha_2 = \frac{1}{2} + \varepsilon_{ij} r_i - ar_i,
\]
\[
\alpha_3 = \frac{1}{2} - \varepsilon_{ij} r_i + ar_i,
\]
\[
\alpha_4 = \frac{1}{2} + \varepsilon_{ij} r_i + ar_i.
\]
4.2 Symmetries of $C_{ik}^j$s for Symmetric $F_i$s

We have $\alpha_1 \leq \alpha_2 < \alpha_3 \leq \alpha_4$. If $\alpha_1 \geq 0$, then clearly

$$\Psi^i_{jZ^1+a} - \Psi^i_{jZ^1-a} \geq 0.$$ 

Assume $\alpha_1 < 0$. Let also $\alpha_2 \leq 0$. Then, by the symmetry of $F_i(\cdot)$, we get

$$\Psi^i_{jZ^1+a} - \Psi^i_{jZ^1-a} = F_i(\alpha_4) - F_i(\beta_1) - F_i(\alpha_3) + F_i(\beta_2),$$

where

$$\beta_1 = -\alpha_1 = -\frac{1}{2} + \epsilon_{ij}r_i + ar_i$$

$$\beta_2 = -\alpha_2 = -\frac{1}{2} - \epsilon_{ij}r_i + ar_i.$$ 

We have $0 \leq \beta_2 < \beta_1 < \alpha_4$. Since

$$\beta_1 - \beta_2 = 2\epsilon_{ij}r_i = \alpha_4 - \alpha_3,$$

then by Lemma 4.1 we get

$$F_i(\beta_1) + F_i(\alpha_3) \leq F_i(\alpha_4) + F_i(\beta_2).$$

Hence,

$$\Psi^i_{jZ^1+a} - \Psi^i_{jZ^1-a} \geq 0.$$ 

Now, consider $\alpha_2 > 0$ and set

$$\gamma_4 = \alpha_4$$
$$\gamma_3 = \alpha_3$$
$$\gamma_2 = \beta_1$$
$$\gamma_1 = \alpha_2$$

Then, if $\gamma_1 < \gamma_2$, then $0 < \gamma_1 < \gamma_2 < \gamma_4$ and

$$\beta_1 - \beta_2 = 2ar_i - 1 < \alpha_4 - \alpha_3 = 2\epsilon_{ij}r_i.$$

The inequality (4.2) holds since $0 < \alpha_2$ implies

$$2(a - \epsilon_{ij})r_i < 1.$$ 

Then, there is $\gamma^\ast > \alpha_3 > 0$ such that $\alpha_4 - \gamma^\ast = \beta_1 - \alpha_2$. Hence, by Lemma 4.1 we have

$$F_i(\alpha_1) + F_i(\alpha_3) \leq F_i(\beta_1) + F_i(\gamma^\ast) \leq F_i(\alpha_4) + F_i(\alpha_2).$$

Thus, again

$$\Psi^i_{jZ^1+a} - \Psi^i_{jZ^1-a} \geq 0.$$
If $\gamma_1 \geq \gamma_2$, then
\[ F_i(\gamma_2) \leq F_i(\gamma_1) \text{ and } F_i(\gamma_3) \leq F_i(\gamma_4), \]

hence,
\[ F_i(\alpha_1) + F_i(\alpha_3) \leq F_i(\alpha_4) + F_i(\alpha_2) \]

and $\Psi^{i}_{iZ^i_j + a} - \Psi^{i}_{iZ^i_j - a} \geq 0$. Therefore, if $m + k > 2Z^i_j$, then $C^i_{jm} \geq C^i_{jk}$.

Now, let $m + k < 2Z^i_j$. Consider $C^i_{jk} - C^i_{jm}$, and couple $\Psi^{i}_{iZ^i_j - a - 2}$ from $C^i_{jk}$ with $\Psi^{i}_{iZ^i_j + a}$ from $C^i_{jm}$, for $a = 0, \ldots, m - Z^i_j - 1$. Since $k < 2Z^i_j - m$ we get
\[ \Delta_{km} = C^i_{jk} - C^i_{jm} = \sum_{a=0}^{m-Z^i_j-1} (\Psi^{i}_{iZ^i_j - a - 2} - \Psi^{i}_{iZ^i_j + a}). \]

Thus, it suffices to prove that
\[ \Psi^{i}_{iZ^i_j - a - 2} - \Psi^{i}_{iZ^i_j + a} = F_i(\alpha_3 + 2r_i) - F_i(\alpha_2 - 2r_i) - F_i(\alpha_4) + F_i(\alpha_1) \geq 0 \]

for an arbitrary $a, a = 0, \ldots, m - Z^i_j - 1$. However, $\alpha_3 + 2r_i > \alpha_4$ and $\alpha_1 > \alpha_2 - 2r_i$, thus the inequality clearly holds if $\alpha_2 - 2r_i \geq 0$. It remains to consider the case $\alpha_2 - 2r_i < 0$. Then, first assume $\alpha_1 \geq 0$ which implies
\[ 1 \geq 2(e_{ij} + a)r_i. \quad (4.4) \]

Set
\[ \gamma_4 = \alpha_3 + 2r_i \]
\[ \gamma_3 = \alpha_4 \]
\[ \gamma_2 = -\alpha_2 + 2r_i \]
\[ \gamma_1 = \alpha_1. \]

We have by (4.4)
\[ \gamma_4 - \gamma_3 = -2e_{ij}r_i + 2r_i \geq -1 + 2ar_i + 2r_i = \gamma_2 - \gamma_1. \]

and by Lemma 4.1
\[ F_i(\gamma_4) + F_i(\gamma_1) \geq F_i(\gamma^*) + F_i(\gamma_2) \geq F_i(\gamma_3) + F_i(\gamma_2) \]

for $\gamma^*$ such that $\gamma_4 - \gamma^* = \gamma_2 - \gamma_1$. Therefore, $\Psi^{i}_{iZ^i_j - a - 2} - \Psi^{i}_{iZ^i_j + a} \geq 0$. Now, assume $\alpha_1 < 0$. Set
\[ \gamma_4 = \alpha_3 + 2r_i \]
\[ \gamma_3 = \alpha_4 \]
\[ \gamma_2 = -\alpha_2 + 2r_i \]
\[ \gamma_1 = -\alpha_1. \]
We have
\[ \gamma_4 - \gamma_3 = -2\varepsilon_{ij}r_i + 2r_i = \gamma_2 - \gamma_1 \]
and by Lemma 4.1
\[ F_i(\gamma_4) + F_i(\gamma_1) \geq F_i(\gamma_3) + F_i(\gamma_2). \]
Thus again \( \Psi^i_{jZ^j-a} - \Psi^i_{jZ^j-a-1} \geq 0 \). Therefore, if \( m + k < 2Z^j \), then \( C^i_{jm} \leq C^i_{jk} \).

Finally, let \( m + k = 2Z^j \). Consider \( C^i_{jm} - C^i_{jk} \), and couple \( \Psi^i_{jZ^j+a} \) from \( C^i_{jm} \) with \( \Psi^i_{jZ^j-a-1} \) from \( C^i_{jk} \), for \( a = 0, \ldots, (m - 1) - Z^j \). Since \( k = 2Z^j - m \) we get
\[
\Delta_{mk} = C^i_{jm} - C^i_{jk} = \sum_{a=0}^{(m-1)-Z^j} (\Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1}).
\]

For a symmetric \( F_i(\cdot) \), we get
\[
\Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} = F_i(\alpha_4) - F_i(\alpha_1) - F_i(\alpha_3 + r_i) + F_i(\alpha_2 - r_i).
\]

For \( 0 \leq \varepsilon_{ij} < \frac{1}{2} \). If \( \alpha_1 \leq 0 \), then \( \Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} \leq 0 \). If \( \alpha_1 > 0 \) and \( -\alpha_2 + r_i \leq \alpha_1 \), then \( \Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} \leq 0 \). If \( \alpha_1 > 0 \) and \( -\alpha_2 + r_i > \alpha_1 \), then set
\[
\begin{align*}
\gamma_4 &= \alpha_3 + r_i \\
\gamma_3 &= \alpha_4 \\
\gamma_2 &= -\alpha_2 + r_i \\
\gamma_1 &= \alpha_1
\end{align*}
\]
We have by (4.4)
\[ \gamma_4 - \gamma_3 = -2\varepsilon_{ij}r_i + r_i \geq -1 + 2ar_i + r_i = \gamma_2 - \gamma_1, \]
and by Lemma 4.1
\[ F_i(\gamma_4) + F_i(\gamma_1) \geq F_i(\gamma^*) + F_i(\gamma_2) \geq F_i(\gamma_3) + F_i(\gamma_2) \]
for \( \gamma^* \) such that \( \gamma_4 - \gamma^* = \gamma_2 - \gamma_1 \). Therefore, \( \Psi^i_{jZ^j-a} - \Psi^i_{jZ^j-a-1} \leq 0 \). Thus, for
\( 0 \leq \varepsilon_{ij} < \frac{1}{2} \), \( \Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} \leq 0 \) for any \( a \). Hence, \( \Delta_{mk} \leq 0 \).

For \( \varepsilon_{ij} = \frac{1}{2} \), clearly \( \Delta_{mk} = 0 \).

For \( \frac{1}{2} < \varepsilon_{ij} < 1 \). If \( \alpha_2 = -r_i \leq 0 \), then \( \Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} \geq 0 \). If \( \alpha_2 = -r_i > 0 \) and \( \alpha_2 - r_i \leq -\alpha_1 \), then again clearly \( \Psi^i_{jZ^j+a} - \Psi^i_{jZ^j-a-1} \geq 0 \). If \( \alpha_2 = -r_i > 0 \) and \( \alpha_2 - r_i < -\alpha_1 \), then set
\[
\begin{align*}
\gamma_4 &= \alpha_4 \\
\gamma_3 &= \alpha_3 + r_i
\end{align*}
\]
\[ \gamma_2 = -\alpha_1 \]
\[ \gamma_1 = \alpha_2 - r_i \]

Since \( \alpha_2 - r_i > 0 \), we have
\[ \gamma_4 - \gamma_3 = 2\varepsilon_{ij}r_i - r_i \geq -1 + 2ar_i + r_i = \gamma_2 - \gamma_1, \]
and by Lemma 4.1
\[ F_i(\gamma_4) + F_i(\gamma_1) \geq F_i(\gamma^*) + F_i(\gamma_2) \geq F_i(\gamma_3) + F_i(\gamma_2) \]
for \( \gamma^* \) such that \( \gamma_4 - \gamma^* = \gamma_2 - \gamma_1 \). Therefore, \( \Psi_{jZ_j-a}^{i} - \Psi_{jZ_j-a-1}^{i} \geq 0 \) for any \( a \). Hence, \( \Delta_{mk} \geq 0 \). \( \square \)

The lemma will be illustrated in the following example based on Example 3.2.

**Example 4.3.** The reminders \( \varepsilon_{ij} \) for an instance \( d = (5, 3, 2) \) of Example 3.2 are all equal 0 for \( i = 1 \) and \( j = 1, \ldots, 5 \) which means that the penalty for being early is never lower than the penalty for being late at the same distance from an ideal position. This is also confirmed by the costs in Table 3.21, where the costs for being early are actually higher than for being late at equal distances from the ideal positions. Both reminder for \( i = 3 \) are equal \( \frac{1}{2} \) thus the costs are perfectly symmetric, see also Table 3.21. Finally, the reminders for \( i = 2 \) and \( j = 1, 2, 3 \) are equal \( \frac{1}{3}, 0 \) and \( \frac{1}{5} \) respectively. This means that the penalty for being early is higher than the penalty for being late at the same distance for the first copy with its ideal position at 2, however, the situation reverses for the third copy with its ideal position at 9. The cost of being late is higher than the cost of being early for this copy.

The following lemma proves an important symmetry embedded in the cost matrices, namely rows \( j \) and \( d_i + 1 - j \) are essentially the same if the former is followed from 1 to \( D \) and the latter in the opposite direction from \( D \) to 1, see for instance Table 3.21.

**Lemma 4.4.** We have
\[ C_{(d_i + 1 - j)(D + 1 - k)}^i = C_{jk}^i \]
(4.5)
for any \( i = 1, \ldots, n, k = 1, \ldots, D \) and \( j = 1, \ldots, d_i \).

**Proof.** By definition \( \Psi_{jk}^i \) and the symmetry of \( F_i(\cdot) \) we have
\[ \Psi_{(d_i + 1 - j)(2D - k)}^i = |f_{d_i + 1 - j}(D - k) - f_{d_i - j}(D - k)| \]
\[ = |F_i(1 - j + kr_i) - F_i(-j + kr_i)| \]
\[ = |F_i(j - kr_i) - F_i(j - 1 - kr_i)| \]
\[ = |f_j^i(k) - f_{j-1}^i(k)| = \Psi_{jk}^i \]
Now, let us consider

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=\min\{D+1-k,Z_j^{d_l+1-j}\}}^{\max\{D+1-k,Z_j^{d_l+1-j}\}-1} \Psi_{(d_l+1-j)}^i l. \]

By definitions of \( Z_j^i \), we have

\[ Z_{d_l+1-j}^i = \begin{cases} D - Z_j^i & \text{if } \frac{2j-1}{2r_l} \text{ is an integer,} \\ D - Z_j^i + 1 & \text{otherwise.} \end{cases} \]

Suppose that \( \frac{2j-1}{2r_l} \) is fractional. Then,

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=D+1-\max\{k,Z_j^i\}}^{D-\min\{k,Z_j^i\}} \Psi_{(d_l+1-j)}^i l. \] (4.7)

By substituting \( l \) by \( D - l \) on the right hand side of (4.7), we obtain

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=\min\{k,Z_j^i\}}^{\max\{k,Z_j^i\}-1} \Psi_{(d_l+1-j)}^i (D-l). \]

By (4.6), we have

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=\min\{k,Z_j^i\}}^{\max\{k,Z_j^i\}-1} \Psi_{jl}^i = C_{jk}^i, \]

and the lemma holds for a fractional \( \frac{2j-1}{2r_l} \). Now, for integral \( \frac{2j-1}{2r_l} \),

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=D-\max\{k-1,Z_j^i\}}^{D-\min\{k-1,Z_j^i\}} \Psi_{(d_l+1-j)}^i l. \] (4.8)

By substituting \( l \) by \( D - l \) on the right hand side of (4.8), we obtain

\[ C_{(d_l+1-j)(D+1-k)}^i = \sum_{l=\min\{k-1,Z_j^i\}+1}^{\max\{k-1,Z_j^i\}} \Psi_{(d_l+1-j)}^i (D-l). \]
By (4.6), we have
\[ C^i_{(d_i+1-j)(D+1-k)} = \max_{l=\min\{k, Z_j^i+1\}-1}^{\max\{k, Z_j^i\}-1} \sum_{l=\min\{k, Z_j^i\}}^{\max\{k, Z_j^i\}-1} \Psi^i_{jl} = \max_{l=\min\{k, Z_j^i\}}^{\max\{k, Z_j^i\}-1} \Psi^i_{jl} + \Psi^i_{jZ_j^i} = C^i_{jk} + \Psi^i_{jZ_j^i}. \]

However, integral \( \frac{j-1}{2r_i} \) and symmetric \( F_i(\cdot) \) imply
\[
\Psi^i_{jZ_j^i} = |f^i_j(Z_j^i) - f^i_{j-1}(Z_j^i)| = |F_i(j - Z_j^i r_i) - F_i(j - 1 - Z_j^i r_i)|
\[
= |F_i\left(j - (j - \frac{1}{2})\right) - F_i\left(j - 1 - (j - \frac{1}{2})\right)|
\[
= |F_i\left(\frac{1}{2}\right) - F_i\left(-\frac{1}{2}\right)| = 0,
\]

and the lemma holds for an integral \( \frac{2j-1}{2r_i} \). This ends the proof of the lemma. \( \square \)

By replacing \( k \) by \( 2D + 1 - k \) in (4.5) of Lemma 4.4 we obtain.

**Lemma 4.5.** We have
\[ C^i_{(d_i+1-j)(D+1-k)} \]
for any \( i = 1, \ldots, n, k = 1, \ldots, D \) and \( j = 1, \ldots, d_i \).

Finally, the top rows \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \) of the cost matrix \( M_i \) for any \( i \) that correspond to the first half of copies have higher costs in the second half of the sequence \( D - k + 1, k = 1, \ldots, \left\lfloor \frac{D}{2} \right\rfloor \) than they do in the corresponding positions of the first half \( k = 1, \ldots, \left\lfloor \frac{D}{2} \right\rfloor \), again check Table 3.21 for an example.

**Lemma 4.6.** We have
\[ C^i_{j(D+1-k)} \geq C^i_{jk} \]
for any \( i = 1, \ldots, n, k = 1, \ldots, \left\lfloor \frac{D}{2} \right\rfloor \) and \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \).

**Proof.** We have
\[
Z^i_{\left\lfloor \frac{d_i}{2} \right\rfloor} = \left\lfloor \frac{d_i}{2} \right\rfloor \frac{D}{d_i} - \frac{D}{2d_i} \leq \left\lfloor \frac{d_i}{2} \right\rfloor \frac{D}{d_i} - \frac{1}{2} \leq \left\lfloor \frac{D-1}{2} \right\rfloor,
\]
which implies \( D + 1 - k > Z^i_j \) for \( k = 1, \ldots, \left\lfloor \frac{D}{2} \right\rfloor \) and \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \). Thus,
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\[
C_j^{i,(D+1-k)} = \max\{D+1-k,Z_j^{i}\}-1 \geq \sum_{l=\min\{D+1-k,Z_j^{i}\}}^{D-k} \psi_j^{i,l} \geq \sum_{l=Z_j^{i}}^{k-1} \psi_j^{i,l} = \sum_{l=\min\{k,Z_j^{i}\}}^{(k-1)} \psi_j^{i,l} = C_j^{i,k}
\]

as long as \( k \geq Z_j^{i} \). Thus, it remains to show the lemma for \( k < Z_j^{i} \). We have \( m = D+1-k > Z_j^{i} > k \) and \( m+k = D+1 > 2Z_j^{i} \). The latter inequality holds since

\[
2Z_j^{i}\left\lfloor \frac{d_i}{2} \right\rfloor = 2 \left\lfloor \frac{d_i}{2} \right\rfloor \frac{D}{d_i} - \frac{D}{2d_i} \leq 2 \left\lfloor \frac{d_i}{2} \right\rfloor \frac{D}{d_i} - \frac{1}{2} \leq 2 \left\lfloor \frac{D-1}{2} \right\rfloor \leq D.
\]

Therefore, Lemma 4.2 implies \( C_j^{i,(D+1-k)} \geq C_j^{i,k} \) which completes the proof.

We now have now shown all symmetries and other essential properties of the costs \( C_j^{i,k} \) sufficient to prove that there are optimal solutions that are cyclic.
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Let us assume that all demands \( d_1, \ldots, d_n \) are even in this section. The \( d_i \) ideal positions \( Z_j^{i} \) for a model \( i \) with a symmetric function \( F_i \) are regularly spaced between 1 and \( D \) so that at exactly \( \frac{d_i}{2} \) of them fall between 1 and \( \frac{D}{2} \), since

\[
Z_j^{i}\left\lfloor \frac{d_i}{2} \right\rfloor \leq \frac{D}{2};
\]

and exactly \( \frac{d_i}{2} \) of them fall between \( \frac{D}{2} + 1 \) and \( D \), since

\[
Z_j^{i}\left\lceil \frac{d_i}{2} \right\rceil = \frac{D}{2} + 1.
\]

Therefore, one can reasonably conjecture that whenever \( F_i \) for all \( i \) are symmetric, then there are optimal solutions to the total deviation problem (3.1) that are half-balanced. A sequence is half-balanced if it has exactly \( \frac{d_i}{2} \) copies of each \( i \) in its first half, that is in positions 1 to \( \frac{D}{2} \), and exactly \( \frac{d_i}{2} \) copies of each \( i \) in its second half, that is in positions \( \frac{D}{2} + 1 \) to \( D \). This in turn implies that there are optimal solutions that are cyclic. This section proves that this conjecture holds true. Our approach simply turns any sequence into a half-balanced one without cost increasing. Moreover, this approach works under the sole assumption that functions \( F_i \) for all \( i \) are symmetric. That is, it does not require any more assumptions about these functions, which would be required for instance, if a simple swapping copies of different \( i \)s was used. The idea is as follows. Consider a feasible sequence
for an instance with demands \( d_1, \ldots, d_n \). We show how to construct a feasible, half-balanced sequence \( S' \) for \( d_1, \ldots, d_n \) without cost increasing. The construction goes through three steps: the folding, the shuffling, and the unfolding. The folding replaces \( S \) by a sequence of \( \frac{D}{2} \) ordered pairs

\[
(s_1, s_D) \cdots (s_{\frac{D}{2}}, s_{\frac{D}{2}+1}).
\]

The shuffling shuffles copies inside of each pair producing a sequence of ordered pairs

\[
(s'_1, s'_D) \cdots (s'_{\frac{D}{2}}, s'_{\frac{D}{2}+1}),
\]

such that \( \{s_k, s_{D+1-k}\} = \{s'_k, s'_{D+1-k}\} \) for \( k = 1, \ldots, \frac{D}{2} \). Finally, the unfolding unfolds the outcome of the shuffle into a sequence

\[
S' = s'_1 \cdots s'_{\frac{D}{2}} s'_{\frac{D}{2}+1} \cdots s'_D.
\]

The shuffling uses the Hall’s Theorem for bipartite regular graphs to ensure that each \( i \) occurs exactly \( \frac{d_i}{2} \) times in each of the two halves of \( S' \). We then show that this three-step construction does not increase the cost of the assignment. This proof is based on a crucial observation which is that the construction does not push the copies further from their ideal positions in \( S' \) than they were in \( S \), and thus the assignment cost does not increase. We begin with an example.

**Example 4.7.** Consider the sequence

\[
1 \rightarrow 2 \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 1
\]

\[
\rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 1
\]

for \( d = (10, 6, 4) = 2(5, 3, 2) \). The sequence has too many copies of \( i = 2, 4 \) instead of \( 3 \), and too few copies of \( i = 1, 4 \) instead of \( 5 \), in the first half. The folding operation produces a 2-regular bipartite multigraph in Fig. 4.1.

Then, the shuffling produces the matchings \( M \) and \( M' \) shown in Figs. 4.2 and 4.3 respectively.

Finally, the unfolding produces the following sequence for the two matchings:

\[
1 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 3 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 1
\]

\[
\rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 2 \rightarrow 1 \rightarrow 1.
\]

Notice that each half of the sequence has exactly 5 copies of \( i = 1, 3 \) copies of \( i = 2 \), and 2 copies if \( i = 3 \) as required.

Let us now define the folding, shuffling and unfolding operations on the corresponding assignments. Let \( S \) be an initial sequence for \( d_1, \ldots, d_n \) and \( \{y_{ij}\} \) the assignment, see Chap. 3, that corresponds to \( S \). Define the assignment \( \{y'_{ij}\} \) index set as follows
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Fig. 4.1 The bipartite multigraph $G = (V_1 \cup V_2, E)$ being the result of the folding operation on the sequence (4.9)

Fig. 4.2 The matching $M$ being the result of the shuffle operation on the graph $G$ from Fig. 4.1

Fig. 4.3 The matching $M'$ being the result of the shuffle operation on the graph $G$ from Fig. 4.1
\[ s = \{(i, j, l) : y_{jl}^i = 1\}. \]  

(4.10)

The composition, denoted by FSU, of folding, shuffling and unfolding, in this order, is defined as a transformation of \( s \). The folding is defined as follows:

### 4.3.1 The Folding

For \((i, j, l) \in s\), we define

\[
F(i, j, l) = \begin{cases} 
(i, j, l) & \text{if } j \leq \frac{d_i}{2} \text{ and } l \leq \frac{D}{2}, \\
(i, d_i + 1 - j, l) & \text{if } j > \frac{d_i}{2} \text{ and } l \leq \frac{D}{2}, \\
(i, j, D + 1 - l) & \text{if } j \leq \frac{d_i}{2} \text{ and } l > \frac{D}{2}, \\
(i, d_i + 1 - j, D + 1 - l) & \text{if } j > \frac{d_i}{2} \text{ and } l > \frac{D}{2},
\end{cases}
\]

Let us define the multiset

\[
C(s) = \{(i', j', l') : F(i, j, l) = ((i', j'), l') \text{ for some } (i, j, l) \in s\}.
\]

We observe the following.

**Lemma 4.8.** Let \( t(i, j) = \{l : ((i, j), l) \in C(s)\} \) for \( i = 1, \ldots, n \) and \( j = 1, \ldots, \frac{d_i}{2} \). We have the following cardinality of \( t(i, j) \)

\[
|t(i, j)| = 2.
\]

**Proof.** We observe that \( F(i, j, l) \) and \( F(i, d_i + 1 - j, l) \) for \( i = 1, \ldots, n \) and \( j = 1, \ldots, \frac{d_i}{2} \) are the only two triples in \( t(i, j) \). It is worth noticing that if \( l = D + 1 - l' \), then \( F(i, j, l) = F(i, d_i + 1 - j, l') \). □

The shuffling is defined as follows:

### 4.3.2 The Shuffling

Define a bipartite multigraph \( G = (V_1 \cup V_2, E) \) as follows:

\[
V_1 = \left\{ (i, j) : i = 1, \ldots, n; j = 1, \ldots, \frac{d_i}{2} \right\},
\]

\[
V_2 = \left\{ l : l = 1, \ldots, \frac{D}{2} \right\},
\]
and
\[ E = C(s). \]

We have the following observation about this graph.

**Lemma 4.9.** There are two disjoint matchings \( M \) and \( M^c \) in the graph \( G = (V_1 \cup V_2, E) \) such that \( M \cup M^c = E \) and
\[ |M| = |M^c| = \frac{D}{2}. \]

**Proof.** The folding operation ensures that each node degree in the bipartite multigraph \( G = (V_1 \cup V_2, E) \) equals 2, see Lemma 4.8. Thus the graph is 2-regular. This, however, implies that there are two disjoint perfect matchings \( M \) and \( M^c \), see Bondy and Murty [?], such that
\[ M \cup M^c = E. \]

However, \( |E| = D \). Thus, either of the two matchings has cardinality \( \frac{D}{2} \). This proves the lemma. \( \square \)

We also observe the following.

**Lemma 4.10.** For any \( i = 1, \ldots, n \), we have
\[ |\{l : ((i,j), l) \in M \text{ for some } j\}| = |\{l : ((i,j), l) \in M^c \text{ for some } j\}| = \frac{d_i}{2}. \]

**Proof.** The lemma follows immediately from the fact that there are exactly \( \frac{d_i}{2} \) nodes \((i,j)\) in \( V_1 \). Each of these nodes has degree 2 by Lemma 4.8. By Lemma 4.9, \((i,j), l) \in M \) and \((i,j), l') \in M^c \) for some \( l \) an \( l' \). Thus the lemma holds. \( \square \)

Finally, the unfolding.

### 4.3.3 The Unfolding

Define
\[
U(i,j,l) = \begin{cases} 
(i,j,l) & \text{if } ((i,j), l) \in M \\
(i,d_i + 1 - j, D + 1 - l) & \text{if } ((i,j), l) \in M^c.
\end{cases}
\]

### 4.3.4 Folding, Shuffling and Unfolding Yield An Assignment

The transformation \( FSU \) produces an assignment \( FSU(s) \) for an initial assignment \( s \).
Lemma 4.11. **FSU(s) is an assignment.**

**Proof.** Follows immediately from Lemmas 4.9 and 4.10. \(\square\)

The one-to-one correspondences between the assignments \(\{y^i_j\}\) their corresponding index sets \(s\), see (4.10), and their corresponding \(d\)–partitions \(\pi\) defined in Chap. 3 justify the notation \(J_3(s)\) instead of \(J_3(\pi)\) in the reminder of this section. We now show that the \(\text{FSU}\) yields an assignment with its cost not exceeding the cost of the original assignment \(s\).

**Lemma 4.12.** We have

\[
J_3(s) \geq J_3(\text{FSU}(s)).
\]

**Proof.** We consider the following four cases:

1. \((i,j,l) \in s\), where \(j = 1, \ldots, \frac{d_j - 1}{2}\) and \(l = 1, \ldots, \frac{D}{2}\). Then \(\text{FSU}(i,j,l)\) is either \((i,j,l)\) or \((i,d_i + 1 - j,D + 1 - l)\). Thus, \(\text{FSU}(i,j,l)\) contributes either \(C^i_{jl}\) or \(C^i_{(d_i+1-j)(D+1-l)}\) to \(J_3(\text{FSU}(s))\). By Lemma 4.4, \(C^i_{(d_i+1-j)(D+1-l)} = C^i_{jl}\). Hence, \(\text{FSU}(i,j,l)\) makes the same contribution to \(J_3(\text{FSU}(s))\) as \((i,j,l)\) does to \(J_3(s)\).

2. \((i,d_i + 1 - j,l) \in s\), where \(j = 1, \ldots, \frac{d_i - 1}{2}\) and \(l = 1, \ldots, \frac{D}{2}\). Then \(\text{FSU}(i,d_i + 1 - j,l)\) is either \((i,j,l)\) or \((i,d_i + 1 - j,D + 1 - l)\). Thus, \(\text{FSU}(i,d_i + 1 - j,l)\) contributes either \(C^i_{jl}\) or \(C^i_{(d_i+1-j)(D+1-l)}\) to \(J_3(\text{FSU}(s))\). Whereas, \((i,d_i + 1 - j,l)\) contributes \(C^i_{(d_i+1-j)(D+1-l)}\) to \(J_3(s)\). By Lemma 4.5, \(C^i_{(d_i+1-j)(D+1-l)} = C^i_{j(D+1-l)}\), and by Lemma 4.6, \(C^i_{j(D+1-l)} \geq C^i_{jl}\). However, by Lemma 4.4 \(C^i_{(d_i+1-j)(D+1-l)} = C^i_{jl}\).

3. \((i,d_i + 1 - j,D + 1 - l) \in s\), where \(j = 1, \ldots, \frac{d_i - 1}{2}\) and \(l = 1, \ldots, \frac{D}{2}\). Then, \(\text{FSU}(i,d_i + 1 - j,D + 1 - l)\) is either \((i,j,l)\) or \((i,d_i + 1 - j,D + 1 - l)\). Thus, \(\text{FSU}(i,d_i + 1 - j,D + 1 - l)\) contributes either \(C^i_{jl}\) or \(C^i_{(d_i+1-j)(D+1-l)}\) to \(J_3(\text{FSU}(s))\). On the other hand \((i,d_i + 1 - j,D + 1 - l)\) contributes \(C^i_{(d_i+1-j)(D+1-l)} = C^i_{jl}\) to \(J_3(s)\).

4. \((i,j,D + 1 - l) \in s\), where \(j = 1, \ldots, \frac{d_j - 1}{2}\) and \(l = 1, \ldots, \frac{D}{2}\). Then \(\text{FSU}(i,j,D + 1 - l)\) is either \((i,j,l)\) or \((i,d_i + 1 - j,D + 1 - l)\). Thus, \(\text{FSU}(i,j,D + 1 - l)\) contributes either \(C^i_{jl}\) or \(C^i_{(d_i+1-j)(D+1-l)}\) to \(J_3(\text{FSU}(s))\). On the other hand, \((i,j,D + 1 - l)\) contributes \(C^i_{j(D+1-l)}\) to \(J_3(s)\). By Lemma 4.6, \(C^i_{j(D+1-l)} \geq C^i_{jl}\), and by Lemma 4.4, \(C^i_{jl} = C^i_{(d_i+1-j)(D+1-l)}\).

Therefore in each of the four cases the \(\text{FSU}(i,j,l)\) contributes to \(J_3(\text{FSU}(s))\) no more that \((i,j,l)\) in \(s\) to \(J_3(s)\). Therefore, the lemma holds. \(\square\)

The folding and shuffling may produce \(\text{FSU}(s)\) which is not order preserving. However, by Lemma 3.4 an order preserving solution \(s'\) can be constructed for which

\[
J_3(\text{FSU}(s)) \geq J_3(s').
\]  \(\quad (4.11)\)
4.4 Optimality of Cyclic Solutions for Total Deviation

The main results of the previous section can be summarized as follows.

**Theorem 4.13.** Let
\[ S = s_1, \ldots, s_D, s_{D+1}, \ldots, s_{2D}, \]
be a feasible sequence for \( 2\mathbf{d} = (2d_1, \ldots, 2d_n) \). Then, a sequence
\[ T = t_1, \ldots, t_D, t_{D+1}, \ldots, t_{2D}, \]
where \( i = 1, \ldots, n \) occurs \( d_i \) times in the first half \( t_1, \ldots, t_D \) and \( d_i \) times in the second half \( t_{D+1}, \ldots, t_{2D} \) can be constructed such that
\[ F(T) \leq F(S). \]

**Proof.** The FSU transformation of \( S \) produces a sequence \( T \) which by Lemma 4.10 is half-balanced. Furthermore, by Lemma 4.12 and Theorem 3.14 we get \( F(T) \leq F(S) \) as required. \( \square \)

**Theorem 4.14.** Let \( ST \) be a concatenation of sequences \( S \) and \( T \) such that
\[ x_{i|S|} - |S|r_i = 0 \text{ for all } i, \quad (4.12) \]
then \( F(ST) = F(S) + F(T) \).

**Proof.** We have
\[
F(ST) = \sum_{i=1}^{n} \sum_{k=1}^{|S|+|T|} F_i(x_{ik} - kr_i)
\]
\[
= \sum_{i=1}^{n} \sum_{k=1}^{|S|} F_i(x_{ik} - kr_i) + \sum_{i=1}^{n} \sum_{k=1}^{|T|} F_i(x_{i|S|+k} - (|S| + k)r_i)
\]
\[
= \sum_{i=1}^{n} \sum_{k=1}^{|S|} F_i(x_{ik} - kr_i) + \sum_{i=1}^{n} \sum_{k=1}^{|T|} F_i(x_{i|S|} + \Delta ik - |S|r_i - kr_i)
\]
\[
= \sum_{i=1}^{n} \sum_{k=1}^{|S|} F_i(x_{ik} - kr_i) + \sum_{i=1}^{n} \sum_{k=1}^{|T|} F_i(\Delta ik - kr_i)
\]
\[ = F(S) + F(T), \]
where
\[ x_{i|S|+k} = x_{i|S|} + \Delta ik. \]

Notice that (4.12) implies
\[ \frac{x_{i|S|}}{|S|} = \frac{\Delta i|T|}{|T|} = r_i. \]

\( \square \)
We are now ready to prove the main result of this section.

**Theorem 4.15.** For the total deviation problem, let $S$ be an optimal sequence for $d_1, \ldots, d_n$. Then $S^m$, $m \geq 1$, is optimal for $md_1, \ldots, md_n$.

**Proof.** By induction on $m$. The theorem obviously holds for $m = 1$. Suppose that the theorem holds for any $1 \leq m \leq k$. We prove that it also holds for $m = k + 1$. Consider an optimal sequence $T = t_1 \cdots t_mD$ for $md_1, \ldots, md_n$. If $m$ is even, then by Theorem 4.13, this sequence can be transformed by FSU without cost increasing into a sequence

$$T' = t'_1 \cdots t'_{mD/2} t'_1 + mD/2 \cdots t'_{mD},$$

where $i$ occurs $md_i/2$ times in each of the two halves of $T'$. Thus, by Theorem 4.14 each half must be optimal for $md_1/2, \ldots, md_n/2$. Therefore, by the inductive assumption, each half is the concatenation of $m/2$ copies of $S$, and the theorem holds for an even $m = k + 1$. If $m$ is odd, then consider a sequence $ST$ for $(m + 1)d_1, \ldots, (m + 1)d_n$. We have $F(ST) = F(S) + F(T)$ by Theorem 4.14. By Theorem 4.13, the sequence $ST$ can be transformed by FSU without cost increasing into a sequence

$$T' = t'_1 \cdots t'_{(m+1)D/2} t'_{1+(m+1)D/2} \cdots t'_{(m+1)D},$$

where $i$ occurs $(m + 1)d_i/2$ times in each of the two halves of $T'$. Thus, by Theorem 4.14 each half must be optimal for $(m + 1)d_1/2, \ldots, (m + 1)d_n/2$. Therefore, by the inductive assumption, each half is the concatenation of $(m + 1)/2$ copies of $S$, and $F(ST) = F(S) + F(T) \geq (m + 1)F(S)$. Consequently, $F(T) \geq mF(S)$ which proves the theorem for odd $m = k + 1$. Thus the theorem holds for any $m$. \qed

It is worth observing that the constructive folding, shuffling, and unfolding operations are used in this chapter to prove the existence of optimal cyclic sequences rather than to actually construct optimal sequences. The latter can be obtained by first calculating the greatest common divisor $m$ of $d_1, \ldots, d_n$, then by using the algorithm given in Chap. 3 to obtain an optimal sequence for $d_1/m, \ldots, d_n/m$, and finally by concatenating the sequence $m$ times to construct an optimal sequence for the original demands $d_1, \ldots, d_n$.

### 4.5 Optimality of Cyclic Solutions for Maximum Deviation

The folding, shuffling and unfolding of just-in-time sequences does not increase the maximum deviation either. That is the counterpart of Lemma 4.12 for the bottleneck deviation holds. To show this it is sufficient to prove the counterparts of Lemmas 4.4, 4.5, and 4.6. This will be now done in Lemmas 4.16, 4.17, and 4.18 respectively. Check Table 3.47 for an example.
4.5 Optimality of Cyclic Solutions for Maximum Deviation

**Lemma 4.16.** We have

\[ B^i_{(d_i+1-j)(D+1-k)} = B^i_{jk} \]  

(4.13)

for any \( i = 1, \ldots, n \), \( k = 1, \ldots, D \) and \( j = 1, \ldots, d_i \).

**Proof.** By definition (3.45)

\[
B^i_{(d_i+1-j)(D+1-k)} = \max \{ F_i((d_i+1-j) - 1 - (D+1-k) r_i), \\
F_i((d_i+1-j) - (D+1) r_i) \}
\]

\[
= \max \{ F_i(-j + kr_i), F_i(1 - j - r_i + kr_i) \}
\]

thus by the symmetry of \( F_i \) we get

\[
B^i_{(d_i+1-j)(D+1-k)} = \max \{ F_i(j - kr_i), F_i(j - 1 - (k-1) r_i) \} = B^i_{jk}.
\]

\[ \Box \]

By replacing \( k \) by \( 2D + 1 - k \) in (4.13) of Lemma 4.16 we obtain.

**Lemma 4.17.** We have

\[ B^i_{(d_i+1-j)(D+1-k)} = B^i_{jk} \]  

for any \( i = 1, \ldots, n \), \( k = 1, \ldots, D \) and \( j = 1, \ldots, d_i \).

Finally, we have the counterpart of Lemma 4.6 for the maximum deviation problem.

**Lemma 4.18.** We have

\[ B^i_{j(D+1-k)} \geq B^i_{jk} \]  

for any \( i = 1, \ldots, n \), \( k = 1, \ldots, \left\lceil \frac{D}{2} \right\rceil \) and \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \).

**Proof.** By definition (3.45)

\[
B^i_{j(D+1-k)} = \max \{ F_i(j - 1 - (D+1-k) r_i), F_i(j - (D+1-k) r_i) \}
\]

\[
= \max \{ F_i(j - 1 - d_i + kr_i), F_i(j - d_i - r_i + kr_i) \}
\]

thus by the symmetry of \( F_i \) we have

\[
B^i_{j(D+1-k)} = \max \{ F_i(d_i+1 - j - kr_i), F_i(d_i - j - (k-1) r_i) \}.
\]

On the other hand

\[
B^i_{jk} = \max \{ F_i(j - kr_i), F_i(j - 1 - (k-1) r_i) \}.
\]

First, we observe that

\[ d_i + 1 - j - kr_i \geq j - kr_i \]  

(4.14)
and
\[ d_i - j - (k - 1)r_i \geq j - 1 - (k - 1)r_i \]  
(4.15)
for \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \). Second, we observe that
\[ d_i + 1 - j - kr_i \geq d_i - j - (k - 1)r_i \geq 0 \]  
(4.16)
for \( k = 1, \ldots, \left\lceil \frac{D}{2} \right\rceil \) and \( j = 1, \ldots, \left\lfloor \frac{d_i}{2} \right\rfloor \), and
\[ j - kr_i \geq j - 1 - (k - 1)r_i. \]  
(4.17)
Thus, we have the following three cases:

1. \( j - 1 - (k - 1)r_i \geq 0 \). Then, by (4.15)
   \[ F_i(d_i - j - (k - 1)r_i) \geq F_i(j - 1 - (k - 1)r_i) \]
   and by (4.14) and (4.17)
   \[ F_i(d_i + 1 - j - kr_i) \geq F_i(j - kr_i). \]
Consequently
   \[ B^i_{j(D+1-k)} \geq B^i_{jk}. \]

2. \( j - kr_i < 0 \). Then,
   \[ d_i + 1 - j - kr_i \geq 1 - j + (k - 1)r_i \geq 0 \]  
(4.18)
and
\[ d_i - j - (k - 1)r_i \geq -j + kr_i \geq 0 \]
for \( k = 1, \ldots, \left\lceil \frac{D}{2} \right\rceil \). Thus, by the symmetry of \( F_i \)
\[ F_i(d_i + 1 - j - kr_i) \geq F_i(1 - j + (k - 1)r_i) = F_i(j - 1 - (k - 1)r_i) \]
and
\[ F_i(d_i - j - (k - 1)r_i) \geq F_i(-j + kr_i) = F_i(j - kr_i). \]
Consequently,
\[ B^i_{j(D+1-k)} \geq B^i_{jk}. \]

3. \( j - 1 - (k - 1)r_i < 0 \) and \( j - kr_i \geq 0 \). Then by (4.18) and the symmetry of \( F_i \)
   \[ F_i(d_i + 1 - j - kr_i) \geq F_i(1 - j + (k - 1)r_i) = F_i(j - 1 - (k - 1)r_i) \]
and by (4.14)
\[ F_i(d_i + 1 - j - kr_i) \geq F_i(j - kr_i). \]
Thus, again
\[ B^i_{j(D+1-k)} \geq B^i_{jk}. \]

This proves the lemma. \(\Box\)

We have the following counterpart of Theorem 4.14.

**Theorem 4.19.** Let \(ST\) be a concatenation of sequences \(S\) and \(T\) such that
\[ x_{i|S|} - |S|r_i = 0 \text{ for all } i, \tag{4.19} \]
then \(G(ST) = \max\{G(S), G(T)\}\).

**Proof.** We have
\[
G(ST) = \max_{i,k} \left\{ F_i(x_{ik} - kr_i) \right\}
\]
\[
= \max_{i,k} \left\{ \max_{i,1 \leq k \leq |S|} \left\{ F_i(x_{ik} - kr_i) \right\}, \right.
\]
\[
\left. \max_{i,k \leq T} \left\{ F_i(x_{i|S|+k} - (|S| + k)r_i) \right\} \right\}
\]
\[
= \max_{i,k \leq T} \left\{ \max_{i,1 \leq k \leq |S|} \left\{ F_i(x_{ik} - kr_i) \right\}, \right.
\]
\[
\left. \max_{i,1 \leq k \leq T} \left\{ F_i(x_{i|S|} + \Delta_{ik} - |S|r_i - kr_i) \right\} \right\}
\]
\[
= \max_{i,k \leq T} \left\{ \max_{i,1 \leq k \leq |S|} \left\{ F_i(x_{ik} - kr_i) \right\}, \right.
\]
\[
\left. \max_{i,1 \leq k \leq T} \left\{ F_i(\Delta_{ik} - kr_i) \right\} \right\}
\]
\[
= \max\{G(S), G(T)\},
\]
where
\[
x_{i|S|+k} = x_{i|S|} + \Delta_{ik}.
\]
\(\Box\)

We are now ready to prove the main result of this section.

**Theorem 4.20.** For the maximum deviation problem, let \(S\) be an optimal sequence for \(d_1, \ldots, d_n\). Then \(S^m, m \geq 1,\) is optimal for \(md_1, \ldots, md_n\).

**Proof.** By induction on \(m\). The theorem obviously holds for \(m = 1\). Suppose that the theorem holds for any \(1 \leq m \leq k\). We prove that it also holds for \(m = k + 1\). Consider an optimal sequence
\[ T = t_1 \cdots t_{mD} \]
for \(md_1, \ldots, md_n\). If \(m\) is even, then this sequence can be transformed by FSU without cost increasing into a sequence
\[ T' = t'_1 \cdots t'_{mD/2} t'_{1+mD/2} \cdots t'_{mD}, \]
where *i* occurs \( \text{md}_i/2 \) times in each of the two halves of \( T' \). Thus, each half must be optimal for \( \text{md}_1/2, \ldots, \text{md}_n/2 \) by Theorem 4.19. Therefore, by the inductive assumption, each half is the concatenation of \( m/2 \) copies of \( S \), and the theorem holds for an even \( m = k + 1 \). If \( m \) is odd, then consider a sequence \( ST \) for \( (m + 1)d_1, \ldots, (m + 1)d_n \). We have \( G(ST) = \max \{ G(S), G(T) \} \) by Theorem 4.19. The sequence \( ST \) can be transformed by \( FSU \) without cost increasing into a sequence

\[
T' = t'_1 \cdots t'_k \cdot t_{k+1} \cdots t_{(m+1)D/2} \cdot \ldots \cdot t'_{(m+1)D/2} t'_{(m+1)D/2+1} \cdots t'_{(m+1)D} 
\]

where *i* occurs \( (m + 1)d_i/2 \) times in each of the two halves of \( T' \). Therefore, by the inductive assumption, each half is the concatenation of \( (m + 1)/2 \) copies of \( S \), and the theorem holds for odd \( m = k + 1 \). Thus the theorem holds for any \( m \). □

### 4.6 The Oneness

Let \( \Omega \) be the set of all just-in-time sequences \( S \) for an instance \( d = (d_1, \ldots, d_n) \) with maximum absolute deviation, or the bottleneck, not exceeding 1. More precisely

\[
\Omega = \{ S : |x_{ik} - kr_i| \leq 1 \text{ for } i = 1, \ldots, n; k = 1, \ldots, D \} .
\]

(4.20)

We show in Chap. 5 that \( \Omega \neq \emptyset \) for any \( d \). We now prove that minimizing the total absolute deviation

\[
A^* = \min_S \{ A(S) = \sum_{i=1}^{n} \sum_{k=1}^{D} |x_{ik} - kr_i| \} ,
\]

(4.21)

and the total squared deviation

\[
Q^* = \min_S \{ Q(S) = \sum_{i=1}^{n} \sum_{k=1}^{D} (x_{ik} - kr_i)^2 \} ,
\]

(4.22)

on the set \( \Omega \) are equivalent which, however, is not necessarily the case on other sets.

The minimization on the set \( \Omega \) has obvious advantages for the computational complexity as it considerably reduces the number of cost coefficients \( C'_{jk} \) (and \( B'_{jk} \)) necessary to calculate in the equivalent assignment problem, see Chap. 3 and the Exercise 3.23. We denote by

\[
Opt_A = \{ S : A(S) = A^* \} \text{ and } Opt_Q = \{ S : Q(S) = Q^* \} 
\]

the sets of optimal sequences for the total absolute deviation and the total squared deviation respectively.

We have the following key relationship between the values of \( A(S) \) and \( Q(S) \).
Theorem 4.21. We have

\[ A(S) = \begin{cases} Q(S) + C & \text{if } S \in \Omega, \\ Q(S) - E(S) + C & \text{otherwise,} \end{cases} \quad (4.23) \]

where \( E(S) > 0 \) and a constant \( C > 0 \).

Proof. We have

\[ kr_i = \lfloor kr_i \rfloor + \varepsilon_{ik}, \quad (4.24) \]

where \( 0 \leq \varepsilon_{ik} < 1 \) for \( i = 1, \ldots, n \) and \( k = 1, \ldots, D \). On the other hand

\[ x_{ik} = \begin{cases} \lfloor kr_i \rfloor + a_{ik} & \text{if } x_{ik} > \lfloor kr_i \rfloor, \\ \lfloor kr_i \rfloor - b_{ik} & \text{otherwise,} \end{cases} \quad (4.25) \]

where \( a_{ik} \) is a positive integer and \( b_{ik} \) is a non-negative integer. Thus, for any feasible sequence \( S \) we obtain by (4.21)–(4.25)

\[ A(S) - Q(S) = \sum_{(i,k): x_{ik} > \lfloor kr_i \rfloor} ((a_{ik} - \varepsilon_{ik}) - (a_{ik} - \varepsilon_{ik})^2) \]
\[ + \sum_{(i,k): x_{ik} \leq \lfloor kr_i \rfloor} ((b_{ik} + \varepsilon_{ik}) - (b_{ik} + \varepsilon_{ik})^2) \]
\[ = \sum_{(i,k): x_{ik} > \lfloor kr_i \rfloor} [(\varepsilon_{ik} - \varepsilon_{ik}^2) - (a_{ik} - 1)(a_{ik} - 2\varepsilon_{ik})] \]
\[ + \sum_{(i,k): x_{ik} \leq \lfloor kr_i \rfloor} [(\varepsilon_{ik} - \varepsilon_{ik}^2) - b_{ik}(b_{ik} + 2\varepsilon_{ik} - 1)] \]
\[ = \sum_{(i,k)} (\varepsilon_{ik} - \varepsilon_{ik}^2) - \sum_{(i,k): x_{ik} > \lfloor kr_i \rfloor} (a_{ik} - 1)(a_{ik} - 2\varepsilon_{ik}) \]
\[ - \sum_{(i,k): x_{ik} \leq \lfloor kr_i \rfloor} b_{ik}(b_{ik} + 2\varepsilon_{ik} - 1) \]
\[ = C - E(S) \]

where

\[ C = \sum_{(i,k)} (\varepsilon_{ik} - \varepsilon_{ik}^2), \]

and

\[ E(S) = \sum_{(i,k): x_{ik} > \lfloor kr_i \rfloor} (a_{ik} - 1)(a_{ik} - 2\varepsilon_{ik}) + \sum_{(i,k): x_{ik} \leq \lfloor kr_i \rfloor} b_{ik}(b_{ik} + 2\varepsilon_{ik} - 1). \]

If \( S \in \Omega \), then \( x_{ik} > \lfloor kr_i \rfloor \) implies \( a_{ik} = 1 \), and \( x_{ik} \leq \lfloor kr_i \rfloor \) implies \( b_{ik} + \varepsilon_{ik} \leq 1 \). However, the latter implies either \( b_{ik} = 0 \) or \( b_{ik} = 1 \) and \( \varepsilon_{ik} = 0 \). Therefore, \( S \in \Omega \) implies \( E(S) = 0 \). Otherwise, there are \( i \) and \( k \) such that either \( a_{ik} > 1 \) or \( b_{ik} = 1 \) and \( \varepsilon_{ik} > 0 \) or \( b_{ik} > 1 \) which implies that \( E(S) > 0 \). Finally,

\[ C = \sum_{(i,k)} (\varepsilon_{ik} - \varepsilon_{ik}^2) > 0 \]

since \( 0 < \varepsilon_{i1} = r_i < 1 \) as long as \( n > 1 \). \( \square \)
An instance \( \mathbf{d} = (d_1, \ldots, d_n) \) has the oneness property if
\[
Opt_A \cap \Omega \neq \emptyset.
\]

We now show that if \( \mathbf{d} \) has the oneness property, then any optimal sequence in \( Opt_Q \) must have its bottleneck not exceeding 1.

**Theorem 4.22.** If \( Opt_A \cap \Omega \neq \emptyset \), then \( Opt_A \cap \Omega \subseteq Opt_Q \subseteq \Omega \).

**Proof.** If \( S^* \in Opt_A \cap \Omega \), then \( A(S^*) \leq A(S) \) for any other \( S \). By (4.23)
\[
Q(S^*) = A(S^*) - C \leq A(S) - C + E(S) = Q(S),
\]
since \( E(S) > 0 \). Thus, \( Opt_A \cap \Omega \subseteq Opt_Q \). Moreover, \( Opt_Q \subseteq \Omega \) whenever \( S^* \in Opt_A \cap \Omega \). Otherwise, there would be \( S \in Opt_Q \) and \( S \notin \Omega \) such that
\[
Q(S^*) = Q(S),
\]
which leads to a contradiction since by (4.23)
\[
A(S) + E(S) = A(S^*),
\]
and \( E(S) > 0 \), hence \( S^* \notin Opt_A \). Therefore,
\[
Opt_A \cap \Omega \subseteq Opt_Q \subseteq \Omega.
\]
\[\square\]

The following example proves that \( Opt_A \cap \Omega = \emptyset \) for some instances, that is there are instances that do not have the oneness property. The characterization of the instances not having the oneness property remains an open question.

**Example 4.23.** Consider the instance \( d = (46, 46, 1, 1, 1, 1, 1, 1, 1, 1) \) with \( n = 10 \). The sequence \( S_Q \) with a single copy of each \( i = 3, 4, \ldots, 10 \) in positions
\[
15, 26, 35, 46, 55, 66, 75, \quad \text{and} \quad 86,
\]
the copies of \( i = 1 \) and 2 alternating in the remaining 92 positions and with a copy of \( i = 1 \) in position 1 minimizes (4.22) and \( Q(S_Q) = 146.40 \). Moreover, \( S_Q \notin \Omega \) since
\[
x_{1,13} = 13 \times \frac{23}{50} = 7 - \frac{299}{50} = 1 \frac{1}{50} \quad (4.26)
\]
and
\[
x_{2,87} = 87 \times \frac{23}{50} = 39 - \frac{2,001}{50} = -1 \frac{1}{50}. \quad (4.27)
\]
Thus, by Theorem 4.22 \( Opt_A \cap \Omega = \emptyset \), in other words any sequence that minimizes (4.21) must have its bottleneck higher than 1.
The sequence $S_Q$ gives $A(S_Q) = 312.96$ whereas the optimum is 312.76 and it is attained by the sequence $S_A$ with a single copy of each $i = 3, 4, \ldots, 10$ in positions 17, 26, 35, 46, 55, 66, 75, and 84, the copies of $i = 1$ and 2 alternating in the remaining 92 positions and with a copy of $i = 1$ in position 1. However, the bottleneck of $S_A$ is higher than the 1.02 for $S_Q$ since

$$y_{1,15} - 15 \times \frac{23}{50} = 8 - \frac{69}{10} = 1.10$$

and

$$y_{2,85} - 85 \times \frac{23}{50} = 38 - \frac{391}{10} = -1.10.$$

### 4.7 Exercises

**Exercise 4.24.** Prove the counterpart of Theorem 4.13 for the maximum deviation problem.

**Exercise 4.25.** Consider an instance with $n = 10$ products and demand vector $d = (24, 24, 28, 28, 42, 42, 42, 42, 48, 16)$

Thus, $D = 336$ and

$$r_1 = r_2 = \frac{1}{14}, \quad r_3 = r_4 = \frac{1}{12}, \quad r_5 = r_6 = r_7 = r_8 = \frac{1}{8}, \quad r_9 = \frac{1}{7}, \quad r_{10} = \frac{1}{21},$$

The deviation cost functions

$$F_1(y) = F_2(y) = a_1 |y|, \quad F_3(y) = F_4(y) = a_2 |y|, \quad F_5(y) = F_6(y) = F_7(y) = F_8(y) = a_3 |y|, \quad F_9(y) = a_4 |y|, \quad F_{10}(y) = a_5 |y|,$$

where

$$a_1 = 168^2 \cdot 8 \cdot 7 \cdot a_2, \quad a_2 = 168^2 \cdot 6 \cdot 6 \cdot a_3, \quad a_3 = 168^2 \cdot 4 \cdot 2 \cdot a_4, \quad a_4 = 168^2 \cdot 7 \cdot a_5, \quad a_5 = 1.$$

Prove that for any optimal sequence of the above instance, there is an $i$ and time $k$ such that

$$|x_{ik} - kr_i| > 1.$$
4.8 Comments and References

Bautista et al. [36] show that there always is cyclic optimal solution for $F_i = F$ for $i = 1, \ldots, n$ in the case of the total deviation problem. Kubiak [37] shows this for a general case of possibly different $F_i$. The proof presented in this chapter follows the prove given by Kubiak [37]. The proof that the same holds for the bottleneck deviation is new. Corominas and Moreno [38] were first to present an instance with any optimal solution minimizing total absolute deviation having maximum deviation higher than 1. Kovalyov et al. [39] present results of extensive computational experiments where they randomly generated 100,000 instances and were not able to find a single one which would not have the oneness property. Theorems 4.21 and 4.22 were shown by Corominas and Moreno [38]. Lebacque et al. [40] confirm that no simultaneous optimization of the absolute and squared deviations is possible. They provide a number of small instances for which this holds.
Chapter 5
Bottleneck Minimization

5.1 Introduction

We presented a solution to the maximum deviation problem in Chap. 3. We now take a closer look at the bottleneck deviation problem where the function to be minimized over all just-in-time sequences $S$ for a given vector $d = (d_1, \ldots, d_n)$ is defined as follows:

$$H(S) = \max_{i,k} |x_{ik} - r_{ik}|.$$ (5.1)

We keep the same notation here as in Chap. 3. More precisely, we deal with the following minimization problem referred to in this chapter as simply the bottleneck problem.

$$B^* = \min_S \{H(S) = \max_{i,k} |x_{ik} - r_{ik}| \}$$ (5.2)

Subject to

$$x_{ik} \leq x_{ik+1} \text{ for } i = 1, \ldots, n \text{ and } k = 1, \ldots, D - 1$$

$$\sum_{i=1}^{n} x_{ik} = k \text{ for } k = 1, \ldots, D$$

$x_{ik}$ non-negative integers for $i = 1, \ldots, n$ and $k = 1, \ldots, D$. (5.3)

We leave it to the reader to show that this formulation is equivalent to the formulation (3.37–3.40) for $G(S) = H(S)$, see also Exercise 5.25.

We consider this particular bottleneck problem due to its generic nature, properties, shown in Sects. 5.3 and 5.5, and applications that will be discussed in this and subsequent chapters. We begin by showing in Sect. 5.2 a different solution to this bottleneck problem than the bottleneck assignment approach given in Chap. 3. This solution determines a consecutive interval of positions, called a position window, for each copy of each model so as not to violate a given bound on the absolute deviation, or the bottleneck, and then tries to sequence the copies in their position windows if possible. This approach results in a more efficient algorithm for the bottleneck problem. Moreover, it provides simple formulas for calculating the position window ends in case of the absolute deviation bottleneck.
Next, Sect. 5.4 shows the upper and lower bounds on the bottleneck, in particular it proves that any optimal solution to the bottleneck problem respects quota that is its deviation is less than 1. Finally, Sect. 5.6 addresses the case of two models, \( n = 2 \). It proves that the optimal solutions for \( n = 2 \) are in fact the just-in-time sequences obtained by the Webster’s method of apportionment discussed in Chap. 2. Hence, it actually proves that the bottleneck of the latter sequences does not exceed \( \frac{1}{2} \) for \( n = 2 \). This result implies that then the Webster’s sequences are the most regular words. Section 5.6.4 applies these results by showing that the Webster’s sequences maximize utilization of a resource shared by two cyclic processes.

5.2 The Position Window Based Algorithm

The idea of the solution to the problem (5.2) relies directly on the level curves introduced in Chap. 3 and it was given by Steiner and Yeomans [41]. It is explained here with the help of an example in Fig. 5.1, where the four level curves for a model \( i \) with demand \( d_i = 3 \) are shown. Suppose that one wishes to test if there exists a just-in-time sequence \( S \) with maximum deviation not exceeding \( B \), that is \( H(S) \leq B \), where \( B \) is a given upper bound imposed a priori on the maximum deviation. Then, one could draw a horizontal line at the distance \( B \) above the horizontal axis as in Fig. 5.1, and then learn from the level curve graphs how far the three copies of model \( i \) are allowed to deviate from their ideal positions in order not to violate the

![Fig. 5.1](image-url)  
**Fig. 5.1** The computation of the earliest and the latest positions for a model \( i \) with three copies

bound $B$ imposed on the deviation. Figure 5.1 shows that model $i$ will not violate $B$ as long as its first copy is somewhere between 1 and 10 inclusive, its second copy somewhere between 7 and 16 inclusive, and its third copy somewhere between 13 and 17 inclusive.

On the other hand, copy 2 sequenced either before 7 or after 16 would result in the deviation being above $B$ along the graph of the level curve $f_j^2(k) = |2 - r_i k|$. Consequently, the two crossing points of the horizontal line $B$ and the graph of $f_j^2(k) = |j - r_i k|$ determine the earliest and the latest positions for copy $j$ to be sequenced. These two positions are simply the ends of a position window for $j$. We assume that the earliest position is 1 and the latest is $D$ if the corresponding crossing points do not exist in the interval $[1, D]$. These positions are defined generally as follows.

For $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$ and the bottleneck $B \geq 0$ let us define the earliest start position

$$E(i, j) = \left\lfloor \frac{j - B}{r_i} \right\rfloor,$$  \hspace{1cm} (5.4)

and the latest finish position

$$L(i, j) = \left\lceil \frac{j - 1 + B}{r_i} + 1 \right\rceil,$$  \hspace{1cm} (5.5)

doing the position windows for the copy $j$ of model $i$.

We begin with the following result.

**Theorem 5.1.** A just-in-time sequence $S$ with its bottleneck deviation not exceeding $B$ exists if and only if copy $j$ of $i$, $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$, occupies position $k$ in $S$ such that

$$E(i, j) \leq k \leq L(i, j).$$

**Proof.** Let $S$ be a sequence with its bottleneck deviation not exceeding $B$. We show that copy $j$ of $i$ falls into the interval $[E(i, j), L(i, j)]$ of $S$. The proof is by contradiction. Suppose the copy is in position $k < E(i, j)$ which implies $k r_i < j - B < j$ and $x_{ik} = j$. Then

$$|x_{ik} - k r_i| = x_{ik} - k r_i > j - j + B = B,$$

and we obtain a contradiction since the bottleneck deviation of $S$ does not exceed $B$. Now, suppose the copy is in position $k > L(i, j)$ which implies $(k - 1) r_i > j - 1 + B$ and $x_{ik-1} = j - 1$. Then

$$|x_{ik-1} - (k - 1) r_i| = (k - 1) r_i - x_{ik-1} > j - 1 + B - j + 1 = B,$$

and we obtain a contradiction again since the bottleneck deviation of $S$ does not exceed $B$. Consequently, copy $j$ of $i$ falls into $[E(i, j), L(i, j)]$, since $S$ includes $d_i$ copies of $i$, and thus the necessary condition holds.

Now, let us assume that copy $j$ of $i$, $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$, occupies a position $k$ in $S$ such that

$$E(i, j) \leq k \leq L(i, j).$$
Consider a given \( i \). Let its \( d_i \) copies be in positions \( 1 \leq k_1, \ldots, k_{d_i} \leq D \) of \( S \), where by assumption \( \left\lceil \frac{i-B}{r_i} \right\rceil \leq k_j \leq \left\lfloor \frac{i+1+B}{r_i} \right\rfloor + 1 \). Then, \( x_{ik} = j \), for \( k_j \leq k < k_{j+1} \) and \( 1 \leq j < d_i-1, x_{ik} = 0 \), for \( 1 \leq k < k_1 \), and \( x_{ik} = d_i \), for \( k_{d_i} < k \leq D \). Consider, the interval \( k_j \leq k < k_{j+1} \). There, we have

\[
B \geq j - \frac{j-B}{r_i} r_i \geq j - E(i,j) r_i \geq j - k_j r_i \geq j - k r_i
\]

for any \( k \). Moreover,

\[
kr_i - j \leq (k_{j+1} - 1) r_i - j \leq (L(i,j + 1) - 1) r_i - j \leq \left( \frac{j+B}{r_i} + 1 - 1 \right) r_i - j = B
\]

for any \( k \). Thus, we have

\[
|x_{ik} - kr_i| \leq B
\]

for any \( k_1 \leq k < k_{d_i} \). It remains to show that

\[
kr_i \leq B \text{ for } 1 \leq k < k_1 \tag{5.6}
\]

and

\[
d_i - kr_i \leq B \text{ for } k_{d_i} < k \leq D. \tag{5.7}
\]

The condition (5.6) holds since

\[
(k_1 - 1) r_i \leq (L(i,1) - 1) r_i \leq \left( \frac{B}{r_i} + 1 - 1 \right) r_i \leq B,
\]

and condition (5.7) holds since

\[
0 \leq d_i - k_d r_i \leq d_i - E(i,d_i) r_i \leq d_i - \left( \frac{d_i-B}{r_i} \right) r_i = B.
\]

This proves

\[
|x_{ik} - kr_i| \leq B \text{ for all } k.
\]

Since our choice of \( i \) was arbitrary, then the sufficient condition holds and so does the theorem. \( \square \)

To find a just-in-time sequence for \( \mathbf{d} = (d_1, \ldots, d_n) \) with its bottleneck deviation not exceeding a given \( B \) we construct a bipartite graph \( G = (V_1 \cup V_2, \mathcal{E}) \), where \( V_1 = \{1, \ldots, D\} \) is the set of the sequence positions and \( V_2 = \{(i,j)| i = 1, \ldots, n; j = 1, \ldots, d_i\} \) is the set of copies to sequence. The edge \( (k,(i,j)) \in \mathcal{E} \) if and only if \( k \in [E(i,j),L(i,j)] \). This bipartite graph is \( V_1 \)-convex since for each \( (i,j) \in V_2 \) if \( (k,(i,j)) \in \mathcal{E} \) and \( (m,(i,j)) \in \mathcal{E} \) with \( k \leq m \), then \( (l,(i,j)) \in \mathcal{E} \) for all \( k \leq l \leq m \).

Any perfect matching \( M \) in \( G \) can be turned into a just-in-time sequence \( S^M \) for \( (d_1, \ldots, d_n) \) by placing \( i \) in the position \( k \) of the sequence if \( (k,(i,j)) \in M \) for some \( j \), that is \( S^M_k = i \). Conversely, any just-in-time sequence \( S \) for \( (d_1, \ldots, d_n) \) can be turned into a perfect matching \( M^S \) as follows, if \( S_k = i \), then \( (k,(i,j)) \in M^S \), where
5.2 The Position Window Based Algorithm

$j$ is the number of copies of $i$ in the $k-$prefix $S_1 \cdots S_k$ of $S$. Thus, the matching $M_S$ is in fact an order preserving perfect matching, that is if $(k, (i, j)) \in M_S$ and $(k', (i, j + 1)) \in M_S$, then $k < k'$ for all $i$ and $j = 1, \ldots, d_i - 1$.

Actually, any perfect matching $M$ in $G$ can be turned into an order preserving perfect matching since if $(k, (i, j)) \in M$ and $(k', (i, j + 1)) \in M$ and $k' < k$, then

$$E(i, j) \leq E(i, j + 1) \leq k' < k \leq L(i, j) \leq L(i, j + 1).$$

Thus, $(k', (i, j)) \in \mathcal{E}$ and $(k, (i, j + 1)) \in \mathcal{E}$ so the positions of copies $j$ and $j + 1$ be exchanged since $G$ is $V_1-$convex. Therefore, we have just shown the following theorem on which the solution to the problem (5.2) is based.

**Theorem 5.2.** A just-in-time sequence for $d = (d_1, \ldots, d_n)$ with its bottleneck deviation not exceeding given $B$ exists if and only if the bipartite graph $G = (V_1 \cup V_2, \mathcal{E})$ has an order preserving perfect matching.

The following example illustrates this algorithm.

**Example 5.3.** Consider $d = (5, 3, 2)$ and $B = 0.5$. The formulas in (5.4) and (5.5) give the following earliest start positions and latest finish positions for this instance.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$E(1, j)$</th>
<th>$L(1, j)$</th>
<th>$E(2, j)$</th>
<th>$L(2, j)$</th>
<th>$E(3, j)$</th>
<th>$L(3, j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>6</td>
<td>9</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The graph $G$ for this instance is shown in Fig. 5.2, where the edges marked by the thick lines must be included in any perfect matching in $G$.

![Fig. 5.2 The bipartite graph for $d = (5, 3, 2)$ and $B = 0.5$](image-url)
Therefore, there are exactly two perfect matchings in $G$, both shown in Fig. 5.3. The top one gives the sequence

$$1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1$$

whereas the bottom

$$1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1$$

A perfect matching in a $V_1$-convex graph $G$, if any exists, can be found by the algorithm that assigns position $k$ to the copy $(i, j)$ with the smallest value of $L(i, j)$ among all the available copies with $(k, (i, j)) \in \mathcal{E}$, if such exists. Otherwise, no perfect matching exists. Observe that for each $i$

$$E(i, j) \leq E(i, j + 1) \text{ and } L(i, j) \leq L(i, j + 1)$$

for $j = 1, \ldots, d_i$, moreover merging of any two ordered lists of numbers into a single ordered list of numbers can be done in time linear with respect to the number of numbers on both lists. Thus, the algorithm can be implemented to run in $O(D)$ time. The search for an optimal $B^*$ is based on the following observation.
Lemma 5.4. The product $D \cdot B^*$ is an integer.

Proof. Let $B^*$ be an optimal bottleneck for $d = (d_1, \ldots, d_n)$. Then, there are $i$ and $k$ such that

$$|x_{ik} - kr_i| = B^*.$$

Thus, $D \cdot B^*$ is an integer since

$$D |x_{ik} - kr_i| = |Dx_{ik} - kd_i|$$

is an integer. \qed

By Lemma 5.4 and Theorems 5.6, 5.9, and 5.10 given in Sect. 5.4, the optimal bottleneck $B^*$ takes on one of the values $\frac{D-1}{2D}, \ldots, \frac{D-1}{D}$. Therefore, a binary search needs to test $O(\log D)$ possible values to find the optimal $B^*$. Thus, it takes $O(D \log D)$ to find the optimum bottleneck in the problem (5.2) subject to (5.3).

On the other hand, the general approach to the bottleneck deviation problem based on the reduction to the bottleneck assignment problem (3.42) presented in Chap. 3 requires calculating the $D^3$ entries of the cost matrix $[b'_{jk}]$. However, by Theorem 5.6 and Exercise 3.23 the number of required entries can be reduced to $O(nD)$ as all entries with value 1 and higher can be eliminated for the absolute value functions $F_i$. Moreover, these entries are as follows

$$B'_{jk} = \max \{|j - 1 - (k - 1)r_i|, |j - kr_i|\} \quad (5.8)$$

for the absolute value functions $F_i$. An open question then remains whether the bottleneck assignment problem (3.42) with costs (5.8) can be solved in time $O(nD)$, that is in time linear with respect to the required number of entries. Observe that this solution to (5.2) subject to (5.3), if it exists, would avoid the binary search for the optimal $B^*$ as well as would offer the time complexity $O(nD)$, which is better than $O(D \log D)$ for large $D$.

5.3 The Complexity

The succinct, binary input encoding of the input vector $d = (d_1, \ldots, d_n)$ requires $O(\sum \log (d_i + 1))$ bits therefore the optimization algorithm shown in Sect. 5.2 to run in time $O(D \log D)$ is in fact exponential with respect to this input encoding. The decision problem consisting in checking if there is a solution with its bottleneck not exceeding given $B$ can only be solved in $O(D)$ time in Sect. 5.2, again exponential. Clearly, any certificate that requires the just-in-time sequence itself is too long to be of polynomial length with respect to the binary input encoding. Though, a polynomial certificate remains to be shown to exist so that the problem can be shown to belong to $NP$, a polynomial certificate proving that the problem is in the class $co-NP$ does exist. The certificate is based on the Hall’s Theorem for bipartite convex
graphs of the just-in-time sequences and it results in the following feasibility test proven by Brauner and Crama [42].

**Theorem 5.5.** A just-in-time sequence $S$ with its bottleneck not exceeding $B$ exists if and only if for each pair of integers $x$ and $y$ such that $0 \leq x < y \leq D$ the following two inequalities are satisfied simultaneously

$$\sum_{i=1}^{n} \max(0, \lfloor yr_i + B \rfloor - \lceil xr_i - B \rceil) \geq y - x$$

and

$$\sum_{i=1}^{n} \max(0, \lfloor yr_i - B \rfloor - \lceil xr_i + B \rceil) \leq y - x.$$  

The theorem allows checking the feasibility of $B$ for a given instance $d = (d_1, \ldots, d_n)$ in time $(nD^2)$ which is actually less efficient than the $O(D)$ test proposed in Sect. 5.2. However, the infeasibility certificate is made up of a pair $(x, y)$, $0 \leq x < y \leq D$, for which either (5.9) or (5.10) or both fail. Clearly, the test can be done in $O(n)$ time for the $(x, y)$, and either number requires only $O(\log D)$ bits.

### 5.4 Bounds on the Bottleneck

#### 5.4.1 The Upper Bounds

The following upper bound follows from Theorem 5.5 and was shown by Brauner and Crama [42], see also Steiner and Yeomans [41].

**Theorem 5.6.** There always exists a just-in-time sequence $S$ with its bottleneck not exceeding $1 - \frac{1}{D}$.

**Proof.** We need to show that inequalities (5.9) and (5.10) of Theorem 5.5 are always satisfied for $B = 1 - \frac{1}{D}$. We begin with the inequality (5.9). Consider any pair of integers $0 \leq x < y \leq D$. We have

$$\lfloor yr_i + B \rfloor + \varepsilon_i = yr_i + B$$

and

$$\lceil xr_i - B \rceil = xr_i - B + \lambda_i$$

where $0 \leq \varepsilon_i, \lambda_i < 1$, for all $i$. Moreover, since $B = 1 - \frac{1}{D}$, then

$$\varepsilon_i, \lambda_i \in \{0, \frac{1}{D}, \ldots, 1 - \frac{1}{D}\}.$$
Consequently,
\[
\lfloor yr_i + B \rfloor - \lceil xr_i - B \rceil = (y - x)r_i + 2B - (\epsilon_i + \lambda_i) \geq (y - x)r_i > 0
\]
and the inequality (5.9) holds for \( x \) and \( y \).
Consider the inequality (5.10) now. We have
\[
\lfloor yr_i - B \rfloor = yr_i - B + \omega_i
\]
and
\[
\lceil xr_i + B \rceil = xr_i + B - \tau_i
\]
where \( 0 \leq \omega_i, \tau_i < 1 \), for all \( i \). Consequently,
\[
\lfloor yr_i - B \rfloor - \lceil xr_i + B \rceil = (y - x)r_i - 2B + (\omega_i + \tau_i).
\] (5.11)
Let \( I \) be the set of all \( i \) for which the value of the expression in (5.11) is positive. We obtain
\[
\sum_{i=1}^{n} \max(0, \lfloor yr_i - B \rfloor - \lceil xr_i + B \rceil) \leq (y - x) + \sum_{i \in I}(\omega_i + \tau_i - 2B) \leq (y - x)
\]
since \( B = 1 - \frac{1}{D} \) and
\[
\tau_i, \omega_i \in \{0, \frac{1}{D}, \ldots, 1 - \frac{1}{D}\}.
\]
This proves that the inequality (5.10) holds for \( x \) and \( y \). Therefore, the theorem holds by Theorem 5.5 since our choice of \( x \) and \( y \) was arbitrary. \( \square \)

The upper bound can be improved by the following result shown by Tijdeman [43].

**Theorem 5.7.** Let \( \lambda_{ij} \) be a double sequence of non-negative numbers such that
\[
\sum_{1 \leq k \leq n} \lambda_{ik} = 1 \text{ for } k = 1, \ldots
\]
For an infinite sequence \( S \) on the alphabet \( \{1, \ldots, n\}, n \geq 2 \), let \( x_{ik} \) be the number of \( i \) in the \( k \)-prefix of \( S \). Then there exists a sequence \( S \) on \( \{1, \ldots, n\} \) such that
\[
\max_{i,k} \left| \sum_{1 \leq j \leq k} \lambda_{ij} - x_{ik} \right| \leq 1 - \frac{1}{2(n - 1)}.
\] (5.12)
Let us define \( \lambda_{ik} = r_i = \frac{d_i}{D} \) for \( k = 1, \ldots \) and \( i = 1, \ldots, n \). Then, this theorem ensures the existence of an infinite sequence \( S \) such that
\[
\max_{i,k} \left| kr_i - x_{ik} \right| \leq 1 - \frac{1}{2(n - 1)}.
\] (5.12)
We can ensure the required number \( d_i \) of copies of model \( i \) in the \( D \)-prefix of sequence \( S \) on the alphabet \( \{1, \ldots, n\} \) as follows. Consider the \( D \)-prefix of \( S \) and
suppose that there is $i$ with $x_{iD} > d_i$. Then, there is $j$ with $x_{jD} < d_j$. It can be easily checked that replacing the last $i$ in the $D$-prefix by $j$ does not increase the absolute maximum deviation for the $D$-prefix. Therefore, we can readily obtain a $D$-prefix where each $i$ occurs exactly $d_i$ times and with maximum deviation not exceeding $1 - \frac{1}{2(n-1)}$.

The sequence satisfying the bound in (5.12) is built as follows, see Tijdeman [43]. Let $L_k, k = 1, \ldots, D$ be the set of models satisfying the following condition at $k$:

$$\sigma_i = kr_i - x_{i,k-1} \geq \frac{1}{2n-2},$$  \hspace{1cm} (5.13)

where, as usual, the $x_{i,k-1}$ is the cumulative number of units of model $i$ sequenced between 1 and $k - 1$. Apportion $k$ to model $i$ from the set $L_k$ with the minimum value of

$$\frac{1 - \frac{1}{2n-2} - \sigma_i}{r_i}.$$  \hspace{1cm} (5.14)

This is equivalent to apportioning $k$ to model $i$ from the set $L_k$ with the maximum value of

$$\frac{d_i}{x_{i,k-1} + 1 - \frac{1}{2(n-1)}},$$  \hspace{1cm} (5.15)

which is the divisor method with the divisor function

$$d(a) = a + 1 - \frac{1}{2(n-1)}$$

applied to the models in $L_k$. Observe that this divisor function actually depends on the number $n$ of models, the equivalent of the number of states $s$. Moreover, the condition (5.13) ensures that the model getting the position $k$ does not violate the lower bound $\frac{1}{2(n-1)} - 1$ on its deviation imposed by (5.12).

By Theorem 5.7, we consequently have the following stronger than in Theorem 5.6 upper bound.

**Theorem 5.8.** The optimal value $B^*$ satisfies the following inequality

$$B^* \leq 1 - \max\{\frac{1}{D}, \frac{1}{2(n-1)}\}.$$  \hspace{1cm}

Though, $D \geq 2(n-1)$ most often. It is obviously possible that $D < 2(n-1)$, for instance when $d_i = 1$ for all $i$ and $n > 2$.

### 5.4.2 The Lower Bounds

The following lower bounds are shown in Chap. 6.
Theorem 5.9. For \( n > 2 \), a standard instance \( d = (d_1, \ldots, d_n) \) of the bottleneck deviation problem defined in (5.2) has value, \( B \), less than \( \frac{1}{2} \) if and only if \( d_i = 2^{i-1} \) for \( i = 1, 2, \ldots, n \). Then,

\[
B = \frac{2^{n-1} - 1}{2^n - 1} = \frac{1}{2} - \frac{1}{2(2^n - 1)} = 1 - \frac{1}{2D}.
\]

Recall that for the standard instance \( \gcd(d_1, \ldots, d_n) = 1 \). While, by Theorem 5.9, for any \( n \geq 3 \) there is only one standard instance with bottleneck less than \( \frac{1}{2} \), the number of standard instances with bottleneck less than \( \frac{1}{2} \) for \( n = 2 \) is infinite. We have the following result of Brauner and Crama [42], and Kubiak [44].

Theorem 5.10. For \( n = 2 \), \( B < \frac{1}{2} \) if and only if one of demands \( d_1 \) or \( d_2 \) is odd and the other even. Moreover, then \( B = \frac{1}{2} - \frac{1}{2D} \).

5.5 Main Properties

Theorem 4.20 shows optimality of cyclic solutions for the maximum deviation problem. We now present a simpler proof for the absolute value bottleneck which is essentially based on Theorem 5.6. Let \( g > 1 \) be a positive integer and \( S \) a just-in-time sequence for \( d = (d_1, \ldots, d_n) \). The concatenation \( S^g = S \cdot \cdot \cdot S \) repeats \( S \) exactly \( g \) times and thus it is a just-in-time sequence for \( gd = (gd_1, \ldots, gd_n) \). We have

Theorem 5.11. The sequence \( S^g \) is optimal for \( (gd_1, \ldots, gd_n) \) as long as \( S \) is optimal for \( (d_1, \ldots, d_n) \). Moreover their bottlenecks are equal.

Proof. Consider the concatenation \( S^g, g \geq 1 \), of a sequence \( S \) for \( (d_1, \ldots, d_n) \). We have

\[
x_{i, \alpha D+l} - (\alpha D + l)r_i = \alpha d_i + x_{il} - \alpha d_i - lr_i = x_{il} - lr_i
\]

for any \( 0 \leq \alpha < g \) and \( 1 \leq l < D \) in \( S^g \). Thus, both \( S^g, g \geq 1 \), and \( S \) have the same bottleneck. Now, let \( S' \) be an optimal sequence for \( (gd_1, \ldots, gd_n) \) with its bottleneck \( B^* \). By Theorem 5.6, \( B^* \leq 1 - \frac{1}{D} \). Thus, there are exactly \( d_i \) copies of \( i \) in the \( D- \) prefix of \( S' \). Otherwise, there would be an \( i \) such that \( x_{iD} > d_i \) but \( Dr_i = d_i \). Consequently, \( x_{iD} - Dr_i \geq 1 \), which leads to a contradiction. Therefore, \( S' = TW \) is a concatenation of a just-in-time sequence \( T \) for \( (d_1, \ldots, d_n) \) and a just-in-time sequence \( W \), perhaps empty if \( g = 1 \), for \( ((g-1)d_1, \ldots, (g-1)d_n) \). Let \( B' \) be a bottleneck of \( T \). We have \( \max \{B, B'\} \leq B^* \), where \( B \) is the bottleneck of an optimal sequence \( S \) for \( (d_1, \ldots, d_n) \). However, the bottleneck of \( S^g \) equals \( B \) as well. Thus \( S^g \) is optimal for \( (gd_1, \ldots, gd_n) \). \( \square \)

Finally, a just-in-time sequence and its mirror reflection have the same bottleneck.
Theorem 5.12. The mirror reflection $S^R$ of sequence $S$ for $(d_1, \ldots, d_n)$ has the same bottleneck as $S$ itself.

Proof. By definition

$$S_{D+1-k} = S^R_k$$

for $k = 1, \ldots, D$.

Thus

$$y_{ik} = d_i - x_{iD-k}$$

for all $i$ and $k = 1, \ldots, D$ where $x_{i0} = 0$ for all $i$ and cumulative $x_{ik}$ and $y_{ik}$ for $S$ and $S^R$ respectively. Let $k' = D + 1 - k$, $k = 1, \ldots, D$ be the one-to-one correspondence between $k'$ and $k$. Then,

$$|y_{ik'} - k'r_i| = |y_{i,D+1-k} - (D + 1 - k)r_i| = |d_i - x_{iD-(D+1-k)} - d_i + (k-1)r_i| = |x_{i,k-1} - (k-1)r_i|.$$

Since $|x_{iD} - Dr_i| = 0$ for all $i$, then the theorem holds.  

5.6 The Absence of Competition

The minimization of maximum deviation, and the total deviation as well for that matter, can be viewed as simply a way of dealing with the competition for the same ideal positions, see (3.11) in Chap. 3 for the definition of ideal positions, by allocating them so that the maximum, or the total deviation respectively, of a just-in-time sequence is minimized, unfortunately that also means that as a result the bottleneck itself must grow to $\frac{1}{2}$ and most likely higher. However, there is a class of instances which are competition-free. These are those with demands being the consecutive powers of two. We prove in Chap. 6 that these are the only competition-free instances for $n \geq 3$. Moreover, all instances with $n = 2$ are virtually competition-free and if there is a competition for an ideal position, then its resolution keeps the value of the bottleneck unchanged and equal $\frac{1}{4}$. In fact any optimal solution then is a standard two state solution obtained by the Webster’s method of apportionment discussed in Chap. 2. Besides its being as fair as it can be according to the apportionment theory the solution for $n = 2$ simultaneously minimizes the bottleneck deviation, the total deviation and the utilization of a resource shared by two cyclical processes. Therefore, this case is unique as it is both fair and optimal. We will discuss it in this section.

We assume $n = 2$ and that furthermore the greatest common divisor of $d_1$, $d_2$, and $D = d_1 + d_2$ is 1, that is $\gcd\{d_1, d_2\} = 1$. Otherwise, the optimal solution for $\frac{d_1}{g}$ and $\frac{d_2}{g}$ can be repeated $g = \gcd\{d_1, d_2\}$ times resulting into an optimal solution for the original instance with demands $d_1$ and $d_2$, by Theorem 5.11.
5.6 The Absence of Competition

5.6.1 Optimal Solutions for \( n = 2 \)

We now show that it is essentially optimal for \( n = 2 \) to place the copies in their ideal positions. The ideal position for copy \( j, j = 1, \ldots, d_i, \) of model \( i, i = 1, 2, \) has been defined in Chap. 3 in (3.11) as

\[
\left\lfloor \frac{2j - 1}{2r_i} \right\rfloor.
\]

We first precisely define all solutions for \( n = 2 \) with their bottlenecks being less or equal \( \frac{1}{2} \). It turns out that such solutions always exist. Moreover, if one of the demands \( d_1 \) or \( d_2 \) is even and the other odd, then there is exactly one solution with its bottleneck not exceeding \( \frac{1}{2} \). This solution has in fact its bottleneck less than \( \frac{1}{2} \) and it is thus the only optimal. Moreover, if both \( d_1 \) and \( d_2 \) are odd, then there are exactly two solutions with their bottlenecks not exceeding \( \frac{1}{2} \). Either of these two solutions has its bottleneck equal \( \frac{1}{2} \) and thus it is optimal. We begin with the definition of these solutions in Lemmas 5.13–5.16.

**Lemma 5.13.** Consider the ideal vertices \( a_j = \frac{2j - 1}{2r_1} \) for \( j = 1, \ldots, d_1 \) and \( b_k = \frac{2k - 1}{2r_2} \) for \( k = 1, \ldots, d_2 \). If \( \ell - 1 < a_j \leq \ell \) and \( \ell - 1 < b_k \leq \ell \) for some \( \ell = 1, \ldots, D, \) then \( a_j = b_k = \ell. \)

**Proof.** If \( \ell - 1 < a_j \leq \ell \) and \( \ell - 1 < b_k \leq \ell \) for some \( \ell = 1, \ldots, D, \) then \( a_j = \frac{2j - 1}{2r_1} = (\ell - 1) + f_1 \) and \( b_k = \frac{2k - 1}{2r_2} = (\ell - 1) + f_2, \) with \( 0 < f_i \leq 1 \) for \( i = 1, 2. \) Thus, we have

\[
2j - 1 = 2r_1(\ell - 1) + 2r_1f_1,
\]

\[
2k - 1 = 2r_2(\ell - 1) + 2r_2f_2
\]

and, since \( r_1 + r_2 = 1, \) then

\[
j + k - 1 = (\ell - 1) + r_1f_1 + r_2f_2. \tag{5.16}
\]

Now, the left-hand side of the equation (5.16) and the \( (\ell - 1) \) are integers, thus \( r_1f_1 + r_2f_2 \) must be an integer. However, \( 0 < r_1f_1 + r_2f_2 \leq 1, \) since \( r_1f_1 + r_2f_2 \leq (r_1 + r_2)\max(f_1, f_2) = \max(f_1, f_2) \leq 1. \) Thus, \( r_1f_1 + r_2f_2 = 1. \) However, \( r_1f_1 + r_2f_2 = 1 \) if and only if \( f_1 = f_2 = 1, \) which proves the lemma. \( \square \)

The following lemma shows that the instances with one of \( d_1 \) and \( d_2 \) being odd and the other even are competition-free. Thus, all copies can fall in their ideal positions.

**Lemma 5.14.** If one of the demands, \( d_1 \) and \( d_2, \) is odd and the other even, then \( \alpha_j = [a_j] \) for \( j = 1, \ldots, d_1 \) and \( \beta_k = [b_k] \) for \( k = 1, \ldots, d_2 \) are pairwise different.

**Proof.** By Lemma 5.13, if \( \alpha_j = [a_j] = \beta_k = [b_k] \) for some \( j = 1, \ldots, d_1 \) and \( k = 1, \ldots, d_2, \) then \( a_j = b_k \) or simply \( (2j - 1)d_2 = (2k - 1)d_1. \) However, this equality is impossible since its one side is odd and the other even. Moreover, \( a_k - a_j = \frac{(k-j)D}{d_1} > 1 \) and \( b_m - b_\ell = \frac{(m-\ell)D}{d_2} > 1 \) for \( j < k \) and \( \ell < m. \) Therefore,
\( \alpha_j = \lfloor a_j \rfloor \neq \alpha_k = \lfloor a_k \rfloor \) for \( j, k = 1, \ldots, d_1 \) and \( k \neq j \) as well as \( \beta_\ell = \lfloor b_\ell \rfloor \neq \beta_m = \lfloor b_m \rfloor \) for \( \ell, m = 1, \ldots, d_2 \) and \( \ell \neq m \), which proves the lemma. \( \Box \)

However, if both \( d_1 \) and \( d_2 \) are odd, then both models compete for the middle position \( \frac{D}{2} \).

**Lemma 5.15.** If both \( d_1 \) and \( d_2 \) are odd, then none of the numbers \( a_j = \frac{2j-1}{2r_1} \) for \( j = 1, \ldots, \frac{d_1+1}{2} - 1, \frac{d_1+1}{2} + 1, \ldots, d_1 \) and \( b_k = \frac{2k-1}{2r_2} \) for \( k = 1, \ldots, \frac{d_2+1}{2} - 1, \frac{d_2+1}{2} + 1, \ldots, d_2 \) is integer. Moreover, \( a_{\frac{d_1+1}{2}} = b_{\frac{d_2+1}{2}} = \frac{D}{2} \) is an integer.

**Proof.** If \( d_1 \) and \( d_2 \) are odd, then \( \frac{D}{2} \) is an integer. Moreover, \( \frac{D}{2} \) and \( d_i \) are relatively prime for \( i = 1, 2 \). Otherwise, \( \gcd \{D, d_1, d_2\} > 1 \). Therefore, if \( d_i \) divides \( (2j-1) \frac{D}{2} \) for \( j = 1, \ldots, d_i \) and \( i = 1, 2 \), then \( d_i \) must divide \( (2j-1) \). This can only happen for \( j = \frac{d_i+1}{2} \). Therefore, \( a_{\frac{d_1+1}{2}} = b_{\frac{d_2+1}{2}} = \frac{D}{2} \) and none of the numbers \( \frac{(2j-1)D}{2d_i} = \frac{2j-1}{2r_i} \) for \( j = 1, \ldots, \frac{d_i+1}{2} - 1, \frac{d_i+1}{2} + 1, \ldots, d_i \) and \( i = 1, 2 \) is an integer. \( \Box \)

Therefore, the competition for the middle position \( \frac{D}{2} \) can be settled by moving either competitor to position \( \frac{D}{2} + 1 \), which is free.

**Lemma 5.16.** If both \( d_1 \) and \( d_2 \) are odd, then \( \alpha_j = \lfloor a_j \rfloor \) for \( j = 1, \ldots, d_1 \), and \( \beta_k = \lfloor b_k \rfloor \) for \( k = 1, \ldots, \frac{d_2+1}{2} - 1, \frac{d_2+1}{2} + 1, \ldots, d_2 \), and \( \beta_{\frac{d_2+1}{2}} = \lfloor b_{\frac{d_2+1}{2}} \rfloor + 1 = \frac{D}{2} + 1 \) are pairwise different, and so are \( \beta_j = \lfloor b_j \rfloor \) for \( j = 1, \ldots, d_2 \), and \( \alpha_k = \lfloor a_k \rfloor \) for \( k = 1, \ldots, \frac{d_1+1}{2} - 1, \frac{d_1+1}{2} + 1, \ldots, d_1 \), and \( \alpha_{\frac{d_1+1}{2}} = \lfloor a_{\frac{d_1+1}{2}} \rfloor + 1 = \frac{D}{2} + 1 \).

**Proof.** Follows immediately from Lemmas 5.13 and 5.15, and the fact that \( \lfloor a_j \rfloor \neq \frac{D}{2} + 1 \) for \( j = 1, \ldots, d_1 \), and \( \lfloor b_k \rfloor \neq \frac{D}{2} + 1 \) for \( k = 1, \ldots, d_2 \). The latter holds since \( \lceil \frac{2j-1}{2r_i} \rceil \geq \frac{D}{2} + 2 \) for \( j = \frac{d_i+1}{2} + 1 \) and \( i = 1, 2 \). \( \Box \)

Consider \( \alpha_j, j = 1, \ldots, d_1 \) and \( \beta_j \) for \( j = 1, \ldots, d_2 \) and define the sets \( X_k = \{ j : \alpha_j \leq k \} \) and \( Y_k = \{ j : \beta_j \leq k \} \) for \( k = 1, \ldots, D \). By Lemmas 5.14 and 5.16 the solution

\[
x_{1,k} = |X_k| \quad \text{and} \quad x_{2,k} = |Y_k|
\]

(5.17)

for \( k = 1, \ldots, D \) meets the constraints (5.3). We now show that its bottleneck does not exceed \( \frac{1}{2} \).

**Theorem 5.17.** The bottleneck of the solution (5.17) does not exceed \( \frac{1}{2} \).

**Proof.** For each \( j \in X_k \) we have

\[
j \leq \left\lfloor kr_1 + \frac{1}{2} \right\rfloor,
\]

thus

\[
x_{1k} = |X_k| = \left\lfloor kr_1 + \frac{1}{2} \right\rfloor.
\]
Therefore,

\[-\frac{1}{2} \leq x_{1k} - kr_1 = \left\lfloor kr_1 + \frac{1}{2} \right\rfloor - kr_1 \leq \frac{1}{2},\]  

(5.18)

or

\[|x_{1k} - kr_1| \leq \frac{1}{2}.\]

By Lemmas 5.14 and 5.16

\[k - |X_k| = |Y_k| = x_{2k}.\]

Thus, by (5.18)

\[-\frac{1}{2} \leq x_{2k} - kr_2 = k - \left\lfloor kr_1 + \frac{1}{2} \right\rfloor - kr_2 = - \left\lfloor kr_1 + \frac{1}{2} \right\rfloor + kr_1 \leq \frac{1}{2}.\]

\[\square\]

The sequence with 1 in positions \(\alpha_j = \lceil a_j \rceil\) for \(j = 1, \ldots, d_1\) and 2 in positions \(\beta_k = \lceil b_k \rceil\) for \(k = 1, \ldots, d_2\) whenever one of \(d_1\) or \(d_2\) is odd and the other even is the only one with bottleneck not exceeding \(\frac{1}{2}\) as shown in the following theorem.

**Theorem 5.18.** If one of the demands, \(d_1\) and \(d_2\), is odd and the other even, then the solution defined in Lemma 5.14 is unique solution with bottleneck not exceeding \(\frac{1}{2}\).

**Proof.** By Theorem 5.1, (5.4) and (5.5) copy \((i, j)\) for \(j = 1, \ldots, d_i\) and \(i = 1, 2\) must be in position \(k\) such that

\[\left\lfloor \frac{j - \frac{1}{2}}{r_i} \right\rfloor \leq k \leq \left\lceil \frac{j - \frac{1}{2}}{r_i} \right\rceil + 1\]  

(5.19)

for \(B = \frac{1}{2}\). However,

\[\frac{j - \frac{1}{2}}{r_i} = \frac{(2j - 1)D}{2d_i}\]

is not an integer since \((2j - 1)D\) is odd and \(2d_i\) is even. Therefore,

\[\left\lfloor \frac{j - \frac{1}{2}}{r_i} \right\rceil + 1 = \left\lceil \frac{j - \frac{1}{2}}{r_i} \right\rceil ,\]

and thus, there is only one \(k\) that satisfies (5.19). Therefore, if there is any solution it must be unique. However, the solution with 1 in positions \(\alpha_j = \lceil a_j \rceil\) for \(j = 1, \ldots, d_1\) and 2 in positions \(\beta_k = \lceil b_k \rceil\) for \(k = 1, \ldots, d_2\) does not exceed \(\frac{1}{2}\) by Theorem 5.17. Thus, it is the unique solution. \(\square\)

Finally, there are exactly two solutions with their bottlenecks not exceeding \(\frac{1}{2}\) whenever both \(d_1\) and \(d_2\) are odd.

**Theorem 5.19.** If both demands \(d_1\) and \(d_2\) are odd, then the two solutions defined in Lemma 5.16 are the only solutions with bottleneck not exceeding \(\frac{1}{2}\).
Proof. As in the proof of Theorem 5.18 copy \((i, j)\) for \(j = 1, \ldots, d_i\) and \(i = 1, 2\) must be in position \(k\) such that the condition (5.19) is satisfied for \(B = \frac{1}{2}\). However,

\[
\frac{j - \frac{1}{2}}{r_i}
\]

becomes integer for \(j = \frac{d_i + 1}{2}\), and it remains fractional for any other \(j\). Therefore, copy \(j = \frac{d_i + 1}{2}\) can be in either of two positions \(\frac{D}{2}\) or \(\frac{D}{2} + 1\). The solution from Lemma 5.16 either gives the position \(\frac{D}{2}\) to 1 and the position \(\frac{D}{2} + 1\) to 2 or gives the position \(\frac{D}{2}\) to 2 and the position \(\frac{D}{2} + 1\) to 1. Therefore, these are the only two solutions possible for \(B = \frac{1}{2}\). \(\square\)

### 5.6.2 The Bottleneck and the Webster’s Method Are One for \(n = 2\)

We proved in Theorem 2.5 of Chap. 2 that every divisor method stays within the quota for all 2-state problems. However, what distinguishes the Webster’s method from all other divisor methods for \(n = 2\) is that it then actually minimizes the bottleneck as well. This will be now shown. Let us order the ideal vertices

\[a_j = \frac{2j - 1}{2r_1}\] for \(j = 1, \ldots, d_1\) and
\[b_k = \frac{2k - 1}{2r_2}\] for \(k = 1, \ldots, d_2\)

in non-decreasing order. Clearly, if we replace

\[a_j\] by \(\frac{d_1}{j - \frac{1}{2}}\), and \(b_k\) by \(\frac{d_2}{k - \frac{1}{2}}\)

we get the list ordered in non-increasing order. Actually, the order will be decreasing if one of the demands, \(d_1\) and \(d_2\), is odd and the other even, and there will be a single tie if both \(d_1\) and \(d_2\) are odd. Now, consider the number

\[
\frac{d_i}{\ell - \frac{1}{2}} \quad (5.20)
\]

in the position \(h + 1\) of this order. Then, clearly \(x_{i, h+1} = \ell\) and \(x_{i, h} = \ell - 1\) in the solution (5.17), thus

\[
\frac{d_i}{\ell - \frac{1}{2}} = \frac{d_i}{x_{i, h} + \frac{1}{2}}.
\]

Therefore, position \(h + 1\) is apportioned to \(i\) that satisfies the following equation

\[
\frac{d_i}{x_{i, h} + \frac{1}{2}} = \max_{k=1,2} \frac{d_k}{x_{k, h} + \frac{1}{2}}
\]
which is exactly what the Webster’s method does. Therefore, we just shown that the bottleneck solutions for \( n = 2 \) with \( B = \frac{1}{2} \) are exactly those obtained by the Webster method of apportionment. The following example shows that neither Adams’s nor Jefferson’s parametric methods minimize the bottleneck.

**Example 5.20.** Consider \( d_1 = 10 \) and \( d_2 = 7 \). By Theorem 5.18 the unique optimal sequence for this instance is

\[
1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1
\]

which is the Webster’s sequence. The Adams’s divisor method would use

\[
\frac{d_i}{\ell - 1}
\]

instead of (5.20) to obtain the following sequence for the instance

\[
1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 (5.21)
\]

and the Jefferson’s method would use

\[
\frac{d_i}{\ell}
\]

instead of (5.20) to obtain the sequence

\[
1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 (5.22)
\]

The positions where the sequences differ are framed. Moreover, the Jefferson’s sequence is not unique since the copies in the last two positions can be interchanged, which is indicated by \( \leftrightarrow \). Thus, neither the Adams’s sequence nor the Jefferson’s sequence are optimal for the instance. We could double check this statement by observing that \( x_{1,6} = 3 \) for (5.21) and thus

\[
|x_{1,6} - 6r_1| = |3 - 6 \times \frac{10}{17}| = \frac{9}{17} > \frac{1}{2},
\]

and \( x_{1,11} = 7 \) for (5.22), hence

\[
|x_{1,11} - 11r_1| = |7 - 11 \times \frac{10}{17}| = \frac{9}{17} > \frac{1}{2}.
\]

As pointed out earlier, by Theorem 2.5 all divisor methods are within the quota for \( n = 2 \). Thus any divisor method gives a solution \( x_{i,k} \) equals either \( \lfloor kr_i \rfloor \) or \( \lceil kr_i \rceil \) and consequently

\[
|x_{i,k} - kr_i| < 1.
\]

Therefore, though all divisor methods ensure the bottleneck less that 1 for \( n = 2 \) only the Webster’s method ensures that then the bottleneck does not exceed \( \frac{1}{2} \). We
now show that it is this small bottleneck that makes the Webster’s method to provide optimal utilization of a resource shared by two cyclical processes. We begin with the definition of the most regular words.

### 5.6.3 The Most Regular Words

The *most regular* words are well-known in formal language theory, discrete geometry and optimal resource allocation, see Gaujal [45] and Vuillon [46] for review. This last application will be discussed later in this section. We now show that the most regular words are exactly the same as the sequences generated by the Webster’s method for \( n = 2 \). We begin by precisely defining the most regular words.

Let \((c_1, c_2)\) be a point in \(\mathbb{R}^2\) with both coordinates \(c_1\) and \(c_2\) being non-negative integers. The cell centered at \((c_1, c_2)\), or just a cell \(C(c_1, c_2)\), is the square

\[
C(c_1, c_2) = \left\{ (x, y) \in \mathbb{R}^2 : |x - c_1| \leq \frac{1}{2} \text{ and } |y - c_2| \leq \frac{1}{2} \right\}.
\]

(5.23)

Consider the line segment \(L\)

\[
\frac{d_2}{d_1} x
\]

in \(\mathbb{R}^2\) between the points \((0, 0)\) and \((d_1, d_2)\). Here, \(d_1\) and \(d_2\) are demands for models 1 and 2, respectively. That is the set

\[
L(d_1, d_2) = \left\{ (x, y) \in \mathbb{R}^2 : y = \frac{d_2}{d_1} x \text{ and } 0 \leq x \leq d_1 \right\}.
\]

(5.24)

The \(L(d_1, d_2)\)-diagonal is the set of all cells that have non-empty intersection with the segment \(L(d_1, d_2)\), that is

\[
\mathbb{D}(d_1, d_2) = \{ C(c_1, c_2) : C(c_1, c_2) \cap L(d_1, d_2) \neq \emptyset \}.
\]

**Example 5.21.** The example in Fig. 5.4 shows the line segment \(L(4, 3)\) for \(d_1 = 4\) and \(d_2 = 3\) along with its diagonal cells \(C(0, 0), C(1, 0), C(1, 1), C(2, 1), C(2, 2), C(3, 2), C(3, 3), \) and \(C(4, 3)\). □

Define a directed graph \(\mathcal{W}(d_1, d_2) = (\mathbb{D}(d_1, d_2), \mathbb{A}(d_1, d_2))\), with its nodes being the cells of the diagonal \(\mathbb{D}(d_1, d_2)\) and its set of arcs \(\mathbb{A}(d_1, d_2)\) including a pair \((C(c_1, c_2), C(c_1', c_2'))\) if and only if either \(c_1' = c_1 + 1\) and \(c_2' = c_2\) or \(c_1' = c_1\) and \(c_2' = c_2 + 1\). That is, in the former case the cell \(C(c_1', c_2')\) is the *horizontal* translation of the cell \(C(c_1, c_2)\) by one unit along the horizontal axis, in the latter the cell \(C(c_1', c_2')\) is the *vertical* translation of the cell \(C(c_1, c_2)\) by one unit along the vertical axis.

Directed paths from the cell \(C(0, 0)\) to the cell \(C(d_1, d_2)\) in \(\mathcal{W}(d_1, d_2)\) generate words on the alphabet \(\{1, 2\}\) as follows. Let us mark the arc \((C(c_1, c_2), C(c_1', c_2'))\) with the letter 1 if the \(C(c_1', c_2')\) is the horizontal translation of \(C(c_1, c_2)\), and let
us mark the arc $(C(c_1, c_2), C(c'_1, c'_2))$ with the letter 2 if the $C(c'_1, c'_2)$ is the vertical translation of $C(c_1, c_2)$. For a directed path from the cell $C(0, 0)$ to the cell $C(d_1, d_2)$ in $\mathcal{W}(d_1, d_2)$ let $w$ be a word on the alphabet $\{1, 2\}$ made up by the concatenation of the letters marking the consecutive arcs on the path from $C(0, 0)$ to $C(d_1, d_2)$. The word $w$ is called the most regular word for $d_1$ and $d_2$, and obviously is made up of $d_1$ letters 1 and $d_2$ letters 2. Figure 5.4 shows the only regular word 1212121 for $d_1 = 4$ and $d_2 = 3$. The set of all regular words for $d_1$ and $d_2$ will be denoted by $\Gamma(d_1, d_2)$.

We now show that the set of most regular words $\Gamma(d_1, d_2)$ is the same as the set of solutions to the bottleneck problem (5.2) with the bottleneck $B \leq \frac{1}{2}$, which in turn is the same as the set of the apportionment sequences generated by the Webster’s method of apportionment, for $d_1$ and $d_2$.

Let $x_{ik}$, $i = 1, 2$ and $k = 1, \ldots, D$ be the solution to the bottleneck problem with $B \leq \frac{1}{2}$. Define the points

$$(x_{1,1}, x_{2,1}), (x_{1,2}, x_{2,2}), \ldots, (x_{1,D}, x_{2,D}).$$

The cells centered in these points belong to the diagonal $\mathcal{D}(d_1, d_2)$ which is shown in the following lemma.

**Lemma 5.22.** The cells $C(0, 0), C(x_{1,1}, x_{2,1}), C(x_{1,2}, x_{2,2}), \ldots, C(x_{1,D}, x_{2,D}) \in \mathcal{D}(d_1, d_2)$. 

Proof. The points
\[(r_1,r_2), (2r_1,2r_2), \ldots, (Dr_1,Dr_2)\]
are in \(L(d_1,d_2)\). Moreover, for any \(k = 1, \ldots, D\)
\[|x_{1,k} - kr_1| \leq \frac{1}{2} \text{ and } |x_{2,k} - kr_2| \leq \frac{1}{2},\]
since the solution has the bottleneck \(B \leq \frac{1}{2}\). Thus
\[\mathbb{C}(x_{1k},x_{2k}) \cap L(d_1,d_2) \neq \emptyset,\]
and \(\mathbb{C}(x_{1k},x_{2k}) \in \mathbb{D}(d_1,d_2)\). \(\square\)

On the other hand we have.

Lemma 5.23. If the cells \(\mathbb{C}(0,0), \mathbb{C}(t_1,w_1), \mathbb{C}(t_2,w_2), \ldots, \mathbb{C}(t_D,w_D)\) make up a directed path in \(\mathbb{W}(d_1,d_2)\) from \(\mathbb{C}(0,0)\) to \(\mathbb{C}(d_1,d_2)\), then the solution
\[x_{1k} = t_k \text{ and } x_{2k} = w_k\]
has the bottleneck \(B \leq \frac{1}{2}\).

Proof. The solution (5.26) meets the constraints (5.3), thus it is feasible. Moreover,
\[(kr_1,kr_2) \in \mathbb{C}(t_k,w_k),\]
for \(k = 1, \ldots, D\). Otherwise, there would be \(\ell = 1, \ldots, D\) such that \((kr_1,kr_2) \in \mathbb{C}(t_k,w_k)\) for \(k = 1, \ldots, \ell - 1\) and \((\ell r_1,\ell r_2) \notin \mathbb{C}(t_\ell,w_\ell)\). We assume \(t_0 = w_0 = 0\). Then, either \((\ell r_1,\ell r_2) \in \mathbb{C}(t_\ell-1,w_{\ell-1})\) or \((\ell r_1,\ell r_2) \in \mathbb{C}(t_{\ell+1},w_{\ell+1})\). This holds since \((\ell r_1,\ell r_2)\) must belong to some cell \(\mathbb{C}(t_k,w_k)\) for \(k = 1, \ldots, D\) and \((\ell r_1,\ell r_2) - ((\ell - 1)r_1, (\ell - 1)r_2) = (r_1,r_2) < (1,1)\). Therefore, we have either
\[|t_{\ell-1} - \ell r_1| \leq \frac{1}{2} \text{ and } |w_{\ell-1} - \ell r_2| \leq \frac{1}{2},\]
or
\[|t_{\ell+1} - \ell r_1| \leq \frac{1}{2} \text{ and } |w_{\ell+1} - \ell r_2| \leq \frac{1}{2}.\]
However,
\[|t_\ell - \ell r_1| > \frac{1}{2} \text{ or } |w_\ell - \ell r_2| > \frac{1}{2}\]
since by assumption \((\ell r_1,\ell r_2) \notin \mathbb{C}(t_\ell,w_\ell)\), and
\[t_\ell - \ell r_1 + w_\ell - \ell r_2 = 0\]
since \(t_\ell + w_\ell = \ell\) and \(r_1 + r_2 = 1\). Therefore
\[|t_\ell - \ell r_1| = |w_\ell - \ell r_2|,\]
thus
\[|t_ℓ - ℓr_1| > \frac{1}{2} \text{ and } |w_ℓ - ℓr_2| > \frac{1}{2} \].
This leads to a contradiction with either (5.28) or (5.29) since either
\[t_ℓ-1 = t_ℓ \text{ or } w_ℓ-1 = w_ℓ\]
and either
\[t_ℓ+1 = t_ℓ \text{ or } w_ℓ+1 = w_ℓ\].
Thus, by (5.27) the solution in (5.26) has the bottleneck \( B \leq \frac{1}{2} \). \( \square \)

5.6.4 Two Cyclic Processes Sharing a Resource

We now show that the just-in-time sequence obtained for \( n = 2 \) by the Webster’s method maximizes utilization of a resource shared by two cyclic processes as well, or equivalently the minimization of bottleneck deviation (5.2) for \( n = 2 \) implies the maximization of utilization. To our knowledge this result is a very rare example of fair allocation of a resource leading to its best utilization.

Following Gaujal [45] we consider two cyclic processes \( P_1 \) and \( P_2 \) that share a common resource \( R \). The resource can be used by at most one process at a time. Either process passes through a cycle including a single activity that does not require the resource and a single nonpreemptive activity that requires the resource. The activities are denoted by \( A_R \) and \( A_R \), respectively, for the process \( P_1 \), and by \( B_R \) and \( B_R \) for the process \( P_2 \). Each activity has a fixed duration denoted by \( a_R \), \( a_R \), \( b_R \) and \( b_R \) for \( A_R \), \( A_R \), \( B_R \) and \( B_R \) respectively. Figure 5.5 shows a temporized free-choice Petri net modeling the two processes and the resource. The system models a typical manufacturing work-cell where two Computer Numerical Control (CNC) machine tools work independently on manufacturing two kinds of parts, \( A \) and \( B \), but rely on a common robot \( R \) for loading and unloading the parts, see Gaujal et al. [47]. Another example is a set of jobs with time lags to be processed on a single machine, see Wenci Yu [48] for a review of problems with time lags. The set includes two types of jobs those with processing time \( a_R \) and the time lag \( a_R \), and those with processing time \( b_R \) and the time lag \( b_R \). Thus a job of the first type must wait at least \( a_R \) time units between its consecutive executions, and a job of the second type must wait at least \( b_R \) time units between its consecutive executions. The machine is the resource \( R \) shared by the two types of jobs.

Let us assume that the two processes are required to be performed at certain rates. For instance out of a given number of \( D \) parts produced by the robotic cell daily \( d_A \) should be of type \( A \) and \( d_B \) of type \( B \). The question then is how to sequence the robot allocations so as to complete the production of \( D \) parts in the shortest possible time \( C \). Clearly, the robot is occupied by \( A \) during \( a_R d_A \) time units and by \( B \) during \( b_R d_B \) time units, thus it remains idle no less than \( C - a_R d_A - b_R d_B \) time
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Fig. 5.5 Petri net modeling two cyclic processes $A$ and $B$ sharing a common resource $R$

units. Therefore, the minimization of $C$ is equivalent to the maximization of the robot utilization (or the minimization of the robot idle time).

Formally, we look for a sequence $S$ of length $D$ over the two-letter alphabet $A$ and $B$, see Fig. 5.5. The $A$ in the sequence means that the token available in place $R$ has been routed to place $A$ regardless of the state of the system, that is the token has been allocated to the process $P_1$, the $B$ in the sequence means that the token in place $R$ has been routed to place $B$, that is it has been allocated to the process $P_2$. For any given sequence $S$ of the resource allocations the free-choice Petri net of Fig. 5.5 can be unraveled as a decision-free Petri net, or a marked graph, where each place has exactly one input arc and exactly one output arc, see Gaujal [45] and Murata [49] for details. A circuit in a marked graph is a sequence of places and transitions $P_1t_1P_2t_2\cdots P_n$ where transition $t_i$ is both the output transition of place $P_i$ and the input transition of place $P_{i+1}$, $i = 1, \ldots, n - 1$, $P_n = P_1$, and where neither a transition nor a place, except the place $P_1$, occurs twice. The circuit duration is the sum of durations of all the circuit places. The makespan of the marked graph for a given sequence $S$ is the duration of the longest circuit of the marked graph, Ramamoorthy and Ho [50]. We have the following result.

**Theorem 5.24.** The Webster’s allocation sequences maximizes utilization of the common resource for any $d_A$ and $d_B$, and independently of durations $a_R$, $b_R$ and $b_R$. Moreover, no other allocation sequence maximizes the utilization.

**Proof.** The proof is based on a key result of Gaujal [45] who proves that the allocation sequence that maximizes utilization of the common resource for any $d_A$ and $d_B$, and independently of durations $a_R$, $b_R$ and $b_R$ is the most regular word in
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Γ(d_A, d_B). Lemmas 5.22 and 5.23 prove that the set Γ(d_A, d_B) is exactly the set of solutions to the bottleneck deviation problem (d_A, d_B) with the bottleneck B ≤ \( \frac{1}{T} \), which in turn, see Sect. 5.6.2, is the same as the set of the apportionment sequences generated by the Webster’s method of apportionment, for d_A and d_B. □

Gaujal [45] points out that in the case of \( n \geq 3 \) processes sharing a resource the optimal allocation sequence depends on the durations the processes require the resource for as well as on their time lags, see Exercise 5.29. The maximization of resource utilization problem then becomes \( NP \)-hard, see Ramamoorthy and Ho [50].

5.7 Exercises

Exercise 5.25. Show that the formulation (5.2–5.3) is equivalent to the formulation (3.37–3.40) for \( G(S) = H(S) \).

Exercise 5.26. Show that the Steiner–Yeomans method is a quota-divisor method for any given T, see Józefowska et al. [26].

Exercise 5.27. Prove that the optimal bottleneck for the instance defined as follows:

\[
\begin{align*}
d_1 &= 1, \quad d_2 = 2, \quad d_3 = 9 \quad \text{and} \quad d_i &= \sum_{j=1}^{i-1} d_j = 2^{i-4} \times 12 \quad \text{for} \quad i = 4, \ldots, n \end{align*}
\]

equals \( \frac{1}{2} \). Find other classes of instances with the same optimal bottleneck. Hint: See Brauner and Crama [42].

Exercise 5.28. Consider a job with processing time \( a_R = 3 \) and the time lag \( a_{\overline{R}} = 5 \), and a job with processing time \( b_R = 4 \) and the time lag \( b_{\overline{R}} = 2 \). Assume that the former is to be repeated 7 times and the latter 11 times daily. What are the optimal sequences of doing the jobs daily? What is the sequence makespan? What are the Jefferson’s and Adams’s sequence makespans?

Exercise 5.29. Show that the optimal allocation sequence for \( n \geq 3 \) depends on the timings of the \( n \) processes. Hint: See Gaujal [45].

Exercise 5.30. Show that any algorithm that produces just-in-time sequences with bottleneck \( B < 1 \) defines a house monotone, quota satisfying apportionment method and vice versa, that is any house monotone, quota satisfying apportionment method defines an algorithm producing just-in-time sequences with bottleneck \( B < 1 \).

5.8 Comments and References

The Theorem 5.1 belongs to Steiner and Yeomans [41], see also Brauner and Crama [42] for further refinements. For matching algorithms in bipartite convex graphs see Glover [51], Lipski and Preparata [52], Frederickson [53], Gallo [54], and Gabow and Tarjan [55]. The proof that the bottleneck problem is in \( co-NP \)
based on Theorem 5.5 is given in Brauner and Crama [42]. The upper bound given in Theorem 5.6 comes from Brauner and Crama [42] and Theorem 5.7 was given by Tijdeman [43], see also Meijer [56], in 1980. For most regular words see Gaujal [45] and Vuillon [46]. The two cyclic processes sharing a common resource have been analyzed by Gaujal [45] and Gaujal et al. [47]. Murata [49] gives a good review of Petri Nets.
Chapter 6
Competition-Free Instances, The Fraenkel’s Conjecture, and Optimal Admission Sequences

6.1 Introduction

A number of applications, we have seen some of them already in Chap. 3, deal with sequences over a finite alphabet where each letter of the alphabet is required to occur with a pre-specified rate $r$. The sequences are modeled generally as infinite however for the rational rates the sequences become cyclic and then we can limit ourselves to studying finite cycles. The sequence projection on a particular letter results in an isomorphic zero-one valued sequence with the ones in the positions occupied by the letter in the original sequence and zeros elsewhere. Thus, for each letter we can consider the zero-one valued sequences and search for an optimal one for a given letter regardless of all other letters. It turns out that the objective functions for a single letter are often minimized by sequences with the letter being in positions defined be the following formula

$$\left\lceil \frac{j}{r} - \frac{\theta}{r} \right\rceil$$

(6.1)

where $j = 1, 2, \ldots$ for some phase $\theta$, which may be letter-dependent, and $0 \leq \theta < 1$. This was the case for the just-in-time sequences minimizing the total and maximum deviation, see Theorem 3.1. There, $\theta = \frac{1}{2}$. It also holds for a class of multimodular functions as proven by Hajek [6]. The multimodular functions were first studied by Hajek [6], see Sect. 6.9 for their definition, and later by Altman et al. [7] as discrete counterparts of continuos convex functions. Their most prominent application thus far is to the load balancing problem in queueing networks, where the sequences are designed to implement an admission policy, see Sect. 6.10 for details of this policy. Hajek [6], and Altman et al. [7] prove that the expected queue sizes and more generally expected travel times in queueing networks represented by stochastic event graphs are multimodular functions.

The just-in-time sequences have the same goal of leveling the workloads throughout the supply chain. There, the admission sequence is simply the order in which the
models enter the assembly line. The model rates are determined by model forecasts relative to the total demand for all models.

The admission sequences defined by (6.1) spread the letter evenly throughout the sequence but do not require equal distances between any two consecutive occurrences of the letter. These distances may differ by at most one. Thus the sequence (6.1) is a relaxation of the exact covering sequences, also referred to as the constant gap sequences, which require equal distances between any two consecutive occurrences of the same letter. The sequences (6.1) are also known as Beatty sequences, Beatty [57], see Sect. 6.8.

Though an optimal solution for a single letter is provided by (6.1) and it can be easily calculated, the real problem begins with composing the individual optimal sequences for each letter into a sequence for the whole alphabet for clearly the positions of letters in optimal sequences for individual letters may overlap. Thus, a question of how the overlap conflicts should be resolved arises. We have seen in Chap. 3 that the conflict for just-in-time sequence can be resolved to optimality so that we can efficiently find sequences that optimize various functions of deviations – total or maximum. To our knowledge there is no such efficient, that is polynomial time, algorithm known for the multimodular functions so the problem there remains open.

An important related question also arises, namely, what are the letter rates for which the simple composition of individual letter optimal sequences defined by (6.1) leads to a feasible sequence for the whole alphabet? In other words, can we find the letter phase \( \theta \) in (6.1) so that the individual letter sequences do not overlap? This simple composition is always possible for \( n = 2 \), we have seen this in Lemma 5.14 for one demand odd and the other even, we then have \( \theta = \frac{1}{2} \) for either sequence, but it also holds for both demands being odd. Then, we can just take \( \theta_1 = \frac{1}{2} + \varepsilon \) and \( \theta_2 = \frac{1}{2} - \varepsilon \) for sufficiently small \( \varepsilon > 0 \). The case with the irrational rates is dealt with by the Beatty theorem [57], see Theorem 6.32.

However, the case \( n = 2 \) does not capture the complexity of the problem that remains open and leads to an intriguing and challenging conjecture. This conjecture referred to as the Fraenkel’s Conjecture, see Sect. 6.8 for its details, claims that if the rates are requested to be pairwise distinct, then the simple composition without overlap is only possible if the demands are powers-of-two, thus the rates are as follows

\[
\frac{1}{2^n - 1}, \frac{2}{2^n - 1}, \ldots, \frac{2^{n-1}}{2^n - 1}.
\]

The conjecture was proven for \( n = 3 \) by Morikawa [58, 59], for \( n = 4 \) by Altman et al. [7], and for \( n = 5 \) and 6 by Tijdeman [5, 60]. As well, it was shown for the case with a letter having rate at least \( \frac{2}{3} \) by Simpson [61]. Thus, the relaxation from the constant gap sequences to the sequences (6.1) admits a unique instance for distinct rates, if the conjecture holds. A well known result obtained independently by Mirsky et al. [62] shows that there are no constant gap sequences for pairwise distinct rates. Such can only be obtained if at least two letters have the same rates.

In this chapter we show that the competition-free instances introduced in Chap. 5 for the just-in-time sequence optimization define a special case of Fraenkel’s
Conjecture that we refer to as the symmetric Fraenkel’s Conjecture, see Sect. 6.2 for details. The competition-free instances admit solutions that sequence all copies in their ideal positions and thus minimize all the total deviation (3.1) and the maximum deviation (3.37) objective functions with the symmetric $F_i$, for $i = 1, \ldots, n$, at the same time.

We then show that the composition-free instances must be power-of-two instances for $n \geq 3$. This will be done in Sects. 6.3–6.7. We also prove in Sect. 6.8 that if the phases in (6.1) are chosen to be all equal, then the only instances for which the solutions can be possibly composed from optimal single letter solutions without overlapping are the power-of-two instances. All sequences obtained according to the parametric apportionment methods result in all phases being equal. However, we conjecture that the only parametric method for which the power-of-two is competition-free is the Webster’s method. Finally, we discuss the multimodular functions and some of their applications in Sects. 6.9–6.11.

### 6.2 The Competition-Free and the Power-of-Two Instances

We now turn to the discussion of competition-free instances of the just-in-time problem, that is the total and maximum deviation minimization, that we alluded to in Chaps. 3 and 5. A competition-free instance $d = (d_1, \ldots, d_n)$ is any instance that has all its ideal positions

$$\left\lceil \frac{2j - 1}{2r_i} \right\rceil$$

(6.2)

for $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$ pairwise different. We show in Chap. 5 that any instance $d = (d_1, d_2)$ with one demand being even and the other odd is competition-free. We now consider the competition-free instances for $n \geq 3$. We show that the move from $n = 2$ to $n \geq 3$ is rather a quantum leap that results in a unique competition-free instance for any $n \geq 3$. This unique instance is the power-of-two instance where $d_i = 2^{i-1}$ for $i = 1, 2, \ldots, n$.

Without loss of generality we consider the standard instances only. Recall from Chap. 1 that an instance is standard if $0 < d_1 \leq d_2 \leq \cdots \leq d_n$, $n \geq 2$, and gcd$(d_1, \ldots, d_n) = 1$. Moreover, recall from Chap. 4 that there always exist cyclic optimal solutions. Without loss of generality we assume that no two demands are equal, that is $0 < d_1 < d_2 < \cdots < d_n$. Otherwise, clearly an instance would not be competition-free since all ideal positions for models with equal demands would overlap. Our ultimate goal in this chapter is to prove the following theorem:

**Theorem 6.1.** For $n \geq 3$, an instance is competition-free if and only if it is power-of-two.

We prove this theorem by showing that for the competition-free instances any demand $d_i$ either divides the highest demand $d_n$ or its complement $D - d_n$, this is proven in Sect. 6.4. The consequence of this is that the highest demand $d_n$ must
be even in competition-free instances, this is shown in Sect. 6.5. Our proof of Theorem 6.1 is by induction, thus Sect. 6.6 shows that the theorem holds for $n = 3$. Though we could have used the existing proof of Fraenkel’s conjecture for $n = 3, 4, 5,$ and 6 instead, see Sect. 6.8 for details of Fraenkel’s Conjecture, we decided to prove the case $n = 3$ differently to show that this can be done without the apparatus developed for the special cases Fraenkel’s Conjecture in the literature, see Tijdeman [5]. The proof is presented in Sect. 6.7 which puts all the arguments together. Before moving to the details of the proof we show that the competition-free instances attain the absolute minimum of the bottleneck deviation which no other instances are capable of attaining. This is shown in the next section.

6.3 Bottleneck of the Competition-Free Instances

We prove that the competition-free instances are exactly those that result in maximum absolute (or bottleneck) deviation being less than $\frac{1}{2}$. That is the competition-free instances satisfy the following inequality

$$B^* = \min_S \{H(S) = \max_{i,k} |x_{ik} - kr_i| \} < \frac{1}{2}$$

(6.3)

subject to constraints (5.3) given in Chap. 5 and these are the only instances that do this.

The following lemma implies that the instances with bottleneck less than $\frac{1}{2}$ must be competition-free.

Lemma 6.2. If $B^* < \frac{1}{2}$, then each copy is sequenced in its ideal position.

**Proof.** By contradiction. Consider copy $j$ of $i$ sequenced in position $\left\lfloor \frac{2j-1}{2r_i} \right\rfloor + \Delta$, where $\Delta \geq 1$ and integer. Then $x_{i,\left\lfloor \frac{2j-1}{2r_i} \right\rfloor} \leq j - 1$. Moreover, $\left\lfloor \frac{2j-1}{2r_i} \right\rfloor r_i \geq \frac{2j-1}{2} = j - \frac{1}{2}$.

Therefore, the deviation $|x_{i,\left\lfloor \frac{2j-1}{2r_i} \right\rfloor} - \left\lfloor \frac{2j-1}{2r_i} \right\rfloor r_i|$ at point $k = \left\lfloor \frac{2j-1}{2r_i} \right\rfloor$ is at least $\frac{1}{2}$, which contradicts $B^* < \frac{1}{2}$. Now, assume that copy $j$ is sequenced in position $\left\lceil \frac{2j-1}{2r_i} \right\rceil - \Delta$, where again $\Delta \geq 1$ and integer. Then, $x_{i,\left\lceil \frac{2j-1}{2r_i} \right\rceil} \geq j$. Moreover, $(\left\lceil \frac{2j-1}{2r_i} \right\rceil - 1)r_i \leq j - \frac{1}{2}$, which means that the deviation $|x_{i,\left\lceil \frac{2j-1}{2r_i} \right\rceil} - (\left\lceil \frac{2j-1}{2r_i} \right\rceil - 1)r_i|$ is at least $\frac{1}{2}$. This again contradicts $B^* < \frac{1}{2}$ and proves the lemma. □

Moreover, no ideal vertex of the competition-free instances is integral.

Lemma 6.3. If $B^* < \frac{1}{2}$, then no ideal vertex is integral.

**Proof.** By contradiction. Let the ideal vertex of copy $j$ of $i$ be integral. Then, $\left\lceil \frac{2j-1}{2r_i} \right\rceil = \frac{2j-1}{2r_i}$. By Lemma 6.2, $x_{i,\left\lfloor \frac{2j-1}{2r_i} \right\rfloor} = j$. Consequently, $|x_{i,\left\lfloor \frac{2j-1}{2r_i} \right\rfloor} - \left\lfloor \frac{2j-1}{2r_i} \right\rfloor r_i| = |j - (j - \frac{1}{2})| = \frac{1}{2}$, which contradicts $B^* < \frac{1}{2}$ and proves the lemma. □
We have the following two important characteristics of the competition-free instances.

**Lemma 6.4.** 

_D must be odd for the competition-free instances._

*Proof.* By contradiction. Suppose that _D_ is even for some competition-free instance. Then, there must be a positive even number of odd demands _d_i_ for the instance is standard. Let _d_i_ and _d_j_, _i ≠ j_, be two odd demands in the instance. Then, the middle copies \( \frac{d_i+1}{2} \) and \( \frac{d_j+1}{2} \) of _i_ and _j_ respectively occupy the same ideal position \( \frac{D}{2} \). Thus, the instance is not competition-free which leads to a contradiction. □

Similarly, we show that exactly one _d_i_ of a competition-free instance may be odd.

**Lemma 6.5.** 

_For competition-free instances exactly one _d_i_, _i = 1, ..., n, is odd._

*Proof.* Consider _i_ with an odd _d_i_. Then, _d_i = 2k + 1_ for some integer _k ≥ 0_, and the ideal vertex of copy \( k + 1 \leq 2k + 1 \) of _i_ is \( \frac{2(k+1)-1}{2r_i} = \frac{D}{2} \). Consequently, each _i_ with an odd _d_i_ has one of its ideal positions at \( \lceil \frac{D}{2} \rceil \), thus there is no more than one odd _d_i_ in a competition-free instance. However, at least one _d_i_ must be odd, otherwise, the instance would not be standard since gcd(_d_1, ..., _d_n, D) ≥ 2. □

We are ready to show that the instances with small bottleneck that meet the condition (6.3) are the same as the competition-free instances.

**Theorem 6.6.** 

_The (6.3) holds subject to constraints (5.3) for an instance \( d = (d_1, \ldots, d_n) \) if and only if \( d = (d_1, \ldots, d_n) \) is competition-free._

*Proof.* Lemma 6.2 implies that all _D_ ideal positions \( \lceil \frac{2j-1}{2r_i} \rceil \) are pairwise different for _B^* < \frac{1}{2}_. Thus, the instance is competition-free. Now, by contradiction, assume that all _D_ ideal positions \( Z_j^i = \lceil \frac{2j-1}{2r_i} \rceil \) are pairwise different and _B^* ≥ \frac{1}{2}_. Consider a solution that places all copies in their ideal positions. We have

\[
|x_{ik} - kr_i| \geq \frac{1}{2},
\]

for some _i_ and position _k_ in this solution. Without loss of generality assume that _k_ is the earliest such position, that is for all _i_ and _k' < k_ the deviation \( |x_{ik'} - k'r_i| \) is less than \( \frac{1}{2} \).

If _k_ is between the ideal positions of copies _j_ and _j + 1_ of _i_, that is

\[
Z_j^i \leq k < Z_{j+1}^i,
\]

for some copy _j = 1, ..., d_i - 1_ of _i_, then _x_{ik} = j_ and either

\[
j - kr_i \geq \frac{1}{2} \text{ or } j - kr_i \leq -\frac{1}{2}.
\]
Then, however, we get either

$$Z^i_j \geq \frac{2j-1}{2r_i} \geq k \quad \text{or} \quad \frac{2j+1}{2r_i} \leq Z^i_{j+1} \leq k,$$

which contradicts (6.5) as long as

$$\frac{2j-1}{2r_i} > k.$$

Thus, consider

$$\frac{2j-1}{2r_i} = k.$$

Then, for $k > 1$, we have $x_{i,k-1} = j - 1$. Thus,

$$j - 1 + (k - 1)r_i = j - kr_i - 1 - r_i = -\frac{1}{2} - r_i < -\frac{1}{2}$$

which contradicts our assumption that $k$ is the earliest position where (6.4) holds. However, $k > 1$. Otherwise, for $k = 1$, we have

$$r_i = \frac{1}{2},$$

thus $D = 2d_i$ is even. This leads to a contradiction since by Lemma 6.4 $D$ must be odd for any competition-free instance.

If $k$ is before the ideal position of the first copy of $i$, that is

$$k < Z^i_1,$$  \hfill (6.6)

then

$$|0 - kr_i| \geq \frac{1}{2}.$$  

Thus

$$k \geq Z^i_1 \geq \frac{1}{2r_i},$$  \hfill (6.7)

holds since (6.7) contradicts (6.6). Finally, if $k$ is after the ideal position of the last copy of $i$, that is

$$k > Z^i_{d_i},$$  \hfill (6.8)

then

$$|d_i - kr_i| \geq \frac{1}{2}.$$  

Thus

$$Z^i_{d_i} \geq \frac{2d_i - 1}{2r_i} \geq k,$$  \hfill (6.9)

holds since (6.9) contradicts (6.8). Therefore, we reach a contradiction for any possible case for $k$, which proves that if all $D$ ideal positions $Z^i_j = \lfloor \frac{2j-1}{2r_i} \rfloor$ are pairwise different, then $B^* < \frac{1}{2}$.  \hfill $\square$
For \( n = 2 \), the instance is competition-free if and only if one of demands \( d_1 \) or \( d_2 \) is odd and the other even which follows from Lemmas 5.13 and 5.15. Moreover, by Theorem 5.10
\[
B^* < \frac{1}{2}
\]
if and only if one of demands \( d_1 \) or \( d_2 \) is odd and the other even. These two also imply the following theorem.

**Theorem 6.7.** \( B^* < \frac{1}{2} \) if and only if one of demands \( d_1 \) or \( d_2 \) is odd and the other even.

### 6.4 Polygons of the Competition-Free Instances

We now show further characteristics of the competition-free instances for \( n \geq 3 \).
The main one is that any \( d_i \), for \( i = 1, \ldots, n-1 \), divides either the highest demand \( d_n \) or its complement \( D - d_n \) in a competition-free instance. Our proof is geometric, it relies on natural symmetries embedded in \( n \) regular polygons inscribed in a circle of circumference \( D \) and defined by the ideal vertices

\[
2j - 1 \quad \text{for} \quad j = 1, \ldots, d_i.
\]

The ideal vertices \( \frac{2j - 1}{2r_i} \), \( j = 1, \ldots, d_i \), of \( i \) define a polygon \( P_i^{\frac{1}{2}} \) inscribed in \( D \)-circle, see Fig. 6.2. The superscript \( \frac{1}{2} \) in our notation for the polygons will become clear later in the chapter, namely in Sect. 6.8. It suffices to say now that the polygons correspond to the Webster’s parametric method of apportionment that uses parameter \( \delta = \frac{1}{2} \) in calculating apportionments. The polygon \( P_i^{\frac{1}{2}} \) is a regular \( d_i \)-gone with the side of length \( \frac{D}{\pi} \sin 180^\circ \frac{\delta}{d_i} \) as observed in the following lemma.

**Lemma 6.8.** The ideal vertices for any \( i \) are equally spaced in \([0, D]\) with the first vertex at \( \frac{D}{2d_i} = \frac{1}{2r_i} \), each next at a distance \( \frac{D}{d_i} = \frac{1}{r_i} \) from its immediate predecessor, and the last one at \( \frac{D}{2d_i} = \frac{1}{2r_i} \) from \( D \).
Fig. 6.1 \( D \)-circle, \( D = 15 \)

![Diagram of D-circle with vertices labeled from 0 to 15](image)

Fig. 6.2 The \( d \)-gone \( P^*_d \) inscribed in \( D \)-circle, \( D = 15 \) and \( d = 8 \)

![Diagram of d-gone inscribed in circle](image)

**Proof.** Follows immediately from the definition of ideal vertices, see (6.10). Namely, the distance between vertex \( j+1 \) and vertex \( j \) equals \( \frac{2(j+1)-1}{2r_i} - \frac{2j-1}{2r_i} = \frac{D}{d_i} \) for \( j = 1, \ldots, d_i - 1 \). The first vertex is at \( \frac{2-1}{2r_i} = \frac{D}{2d_i} \), and the last at \( \frac{2d_i-1}{2r_i} = D - \frac{D}{2d_i} \). \( \Box \)

The vertices of different polygons never fall in the same unit arcs for the competition-free instances.

**Lemma 6.9.** For the competition-free instances exactly one ideal vertex falls in the open interval \((i - 1, i)\), for \( i = 1, \ldots, D \).
Lemma 6.9 and proves that $D$ ideal positions $\left[ \frac{j-1}{2r_i} \right]$ for $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$ are pairwise different. By Lemma 6.3 and Theorem 6.6, all ideal vertices $\frac{2j-1}{2r_i}$, $i = 1, \ldots, n$ and $j = 1, \ldots, d_i$ are fractional which proves the lemma. □

Finally, we have the following useful observation.

**Lemma 6.10.** For the competition-free instances, $1 < \frac{D}{d_n} < 2$ and $\frac{D}{d_i} > 2$ for $i = 1, \ldots, n - 1$.

**Proof.** Obviously, $1 < \frac{D}{d_n}$ since $n \geq 3$ and all demands are positive integers. We show that $\frac{D}{d_n} < 2$ by contradiction. Suppose that $\frac{D}{d_n} \geq 2$, then $\frac{D}{d_n} \geq 1$ and consequently by Lemmas 6.8 and 6.9 the first and last ideal vertices of product $n$ do not fall inside $[0, 1]$ and $[D - 1, D]$ respectively. However, $\frac{D}{d_i} \geq \frac{D}{d_n}$, for $i = 1, \ldots, n - 1$ and standard instances, thus, no ideal vertex falls in either $[0, 1]$ or $[D - 1, D]$ which contradicts Lemma 6.9 and proves that $\frac{D}{d_n} < 2$. We now show that $\frac{D}{d_i} > 2$ for $i = 1, \ldots, n - 1$. By contradiction, suppose that $\frac{D}{d_i} \leq 2$ for some $i = 1, \ldots, n - 1$. Then, $\frac{D}{d_i} \leq 1$ and consequently, $i$ shares both $[0, 1]$ and $[D - 1, D]$ with $n$, which again contradicts Lemma 6.9 and proves that $\frac{D}{d_i} > 2$ for $i = 1, \ldots, n - 1$. □

For each polygon $P^\frac{1}{2}_i$ with $d_i > 1$, let us call its two closest to the North Pole vertices (one to the left and one to the right of the North Pole) the North Pole vertices of $P^\frac{1}{2}_i$. By Lemma 6.8, if $d_i > 1$, then the side that connects the North Pole vertices of $P^\frac{1}{2}_i$ is horizontal. The arc between the North Pole vertices will be referred to as the North arc of $P^\frac{1}{2}_i$. For an even $d_i$, by the symmetry with respect to the $WE$ axis, there are two vertices of $P^\frac{1}{2}_i$ at the bottom of the $D$-circle opposite the North Pole vertices of $P^\frac{1}{2}_i$, we shall call them the South Pole vertices of $P^\frac{1}{2}_i$. Obviously, the side connecting them is horizontal. The arc between the South Pole vertices will be referred to as the South arc of $P^\frac{1}{2}_i$. Notice that the North Pole vertices are the same as the South Pole vertices for $d_i = 2$.

We are now ready to prove the main result of this section.

**Lemma 6.11.** Consider a $d_i$-gone $P^\frac{1}{2}_i$ with $d_i > 1$, $i = 1, \ldots, n - 1$. Then, either

$$d_n = \alpha_i d_i$$

for some even $\alpha_i$ or

$$D - d_n - d_i = \beta_i d_i$$

for some even $\beta_i \geq 2$.

**Proof.** Consider an arbitrary arc $XY$ of $D$-circle between two adjacent vertices $X$ and $Y$ of $P^\frac{1}{2}_i$, $d_i > 1$, $i = 1, \ldots, n - 1$, see Fig. 6.3. By Lemma 6.9, $X$ does not coincide
with unit marks $a$ or $b$, and $Y$ does not coincide with unit marks $e$ or $f$. By Lemma 6.10, the length $\overline{be}$ of the arc $\hat{b}e$ is at least 1. Also by Lemma 6.10, a vertex, say $A$, of $P_n^{\frac{1}{r}}$ must be somewhere between unit marks $b$ and $c$, and another vertex, say $B$, of $P_n^{\frac{1}{r}}$ must be somewhere between unit marks $d$ and $e$, see Fig. 6.3. Observe, that $\overline{be} = 1$ implies $A = B, c = e$, and $d = b$.

Let $\alpha$ be the number of $P_n^{\frac{1}{r}}$ vertices between $b$ and $e$. We have $\alpha \geq 1$ and

$$(\alpha - 1) \times \frac{1}{r_n} < \overline{be}.$$

On the other hand,

$$\alpha \times \frac{1}{r_n} > \overline{be}$$

since $\frac{1}{r_n} > 1 + \max\{\overline{bA}, \overline{Be}\} = \overline{bA} + \overline{Be}$, where $\overline{bA}$ and $\overline{Be}$ are the lengths of the arcs $\hat{b}A$ and $\hat{Be}$ respectively. Therefore, the $\alpha$ satisfies the following inequalities

$$r_n \overline{be} < \alpha < r_n \overline{be} + 1 \quad (6.11)$$

and thus it is a unique integer. However, $\overline{be}$ can be either $\left\lfloor \frac{1}{r_n} \right\rfloor$ or $\left\lfloor \frac{1}{r_n} \right\rfloor - 1$. Let $\beta$ be the unique $\alpha$ satisfying the inequalities (6.11) for $\overline{be} = \left\lfloor \frac{1}{r_n} \right\rfloor$ and $\gamma$ be the unique $\alpha$ satisfying the inequalities (6.11) for $\overline{be} = \left\lfloor \frac{1}{r_n} \right\rfloor - 1$. We have

$$0 \leq \beta - \gamma < 1 + r_n. \quad (6.12)$$

Thus, for integer $\beta$ and $\gamma$, the inequalities (6.12) imply either $\beta = \gamma$ or $\beta = \gamma + 1$. In the former case, we have $d_n = \beta d_i$, and since there is an even number of vertices of $P_n^{\frac{1}{r}}$ on the North arc of $P_i^{\frac{1}{r}}$, then $\beta$ is even. Thus, the lemma holds. In the latter case, there are $d_i > a \geq 1$, $\hat{XY}$-arcs between adjacent vertices of $P_i^{\frac{1}{r}}$ with $\overline{be} = \left\lfloor \frac{1}{r_i} \right\rfloor$ and $d_i - a$, $\hat{XY}$-arcs between adjacent vertices of $P_i^{\frac{1}{r}}$ with $\overline{be} = \left\lfloor \frac{1}{r_i} \right\rfloor - 1$. The former have $\gamma + 1$ vertices of $P_n^{\frac{1}{r}}$ each, the latter have $\gamma$ vertices of $P_n^{\frac{1}{r}}$ each. Thus, there are
6.5 Characteristics of Competition-Free Instances

The consequence of Lemma 6.11 and the well-known result of Mirsky et al. [62] concerning the exact covering sequences is that any competition-free instance must have \( d_n \) even. The proof of this claim will be the main result of this section.

We now recall an important result obtained independently by Mirsky, Newman, Davenport and Rado and concerning the exact covering sequences. For nonnegative integer numbers \( a \) and \( b \) denote by \( (a, b) \) the sequence \( \{jb + a : j = 0, 1, 2, \ldots \} \). A finite set \( \{(a_i, b_i) : 1 \leq i \leq n\} \) is called an exact covering sequence if every nonnegative integer occurs in exactly one \((a_i, b_i)\). We have the following result.

**Lemma 6.12.** If a set of pairs \( (a_i, b_i) \) for \( i = 1, \ldots, n \) is an exact covering sequence, then there are \( k \) and \( l \) such that \( k \neq l \) and \( b_k = b_l = \max_i \{b_i\} \)

**Proof.** Suppose \((a_i, b_i)\) for \( i = 1, \ldots, n \) is an exact covering sequence. Then in the series

\[
\sum_{i=1}^{n} \sum_{k \geq 0} x^{a_i + kb_i}
\]

the \( x^n \) for each nonnegative integer \( n \) occurs exactly once. Therefore, we have

\[
\sum_{i=1}^{n} \sum_{k \geq 0} x^{a_i + kb_i} = \sum_{i=1}^{n} x^{a_i} \frac{1}{1 - x^{b_i}} = \frac{1}{1 - x}. \tag{6.14}
\]

Let \( \omega = e^{2\pi i / r} \) be a primitive \( r \)th root of unity for some integer \( r > 1 \), multiply both sides of (6.14) by \( \omega - x \) to get
Thus
\[
\sum_{r \text{ divides } b_i} \frac{(\omega - x)x^{a_i}}{1 - x^{b_i}} + \sum_{r \text{ does not divide } b_i} \frac{(\omega - x)x^{a_i}}{1 - x^{b_i}} = \frac{\omega - x}{1 - x}.
\]

By letting \( x \to \omega \) we get
\[
\sum_{r \text{ does not divide } b_i} \frac{(\omega - x)x^{a_i}}{1 - x^{b_i}} \to 0 \quad \text{and} \quad \frac{\omega - x}{1 - x} \to 0
\]
and
\[
\sum_{r \text{ divides } b_i} \frac{(\omega - x)x^{a_i}}{1 - x^{b_i}} \to \sum_{r \text{ divides } b_i} \frac{-\omega^{a_i}}{b_i \omega^{b_i-1}}.
\]

Thus,
\[
\sum_{r \text{ divides } b_i} \frac{-\omega^{a_i}}{b_i \omega^{b_i-1}} = \sum_{r \text{ divides } b_i} \frac{\omega^{a_i+1}}{b_i \omega^{b_i}} = 0. \tag{6.15}
\]

By definition \( \omega^{b_i} = 1 \) as long as \( r \) divides \( b_i \), thus (6.15) becomes
\[
\sum_{r \text{ divides } b_i} \frac{\omega^{a_i}}{b_i} = 0.
\]

If we take \( r = \max \{b_i\} \), then
\[
\sum_{r \text{ divides } b_i} \frac{\omega^{a_i}}{b_i} = \sum_{r = b_i} \frac{\omega^{a_i}}{r} = 0.
\]

However, \( \omega \neq 0 \) and thus the equation
\[
\sum_{r = b_i} \omega^{a_i} = 0
\]
can only hold if there are at least two different \( i \) and \( j \) such that \( b_i = b_j = r \). \( \square \)

We are now ready to show the main result of this section.

**Lemma 6.13.** For the competition-free instances \( d_n \) must be even.

**Proof.** By contradiction. Suppose that \( d_n \) is odd. Then, by Lemma 6.5 all \( d_i \) are even for \( i = 1, \ldots, n-1 \). Therefore, by Lemma 6.11, there are even \( \lambda_1, \ldots, \lambda_{n-1} \) such that
\[
D - d_n = (\lambda_i + 1)d_i, \tag{6.16}
\]
for \( i = 1, \ldots, n-1 \). Consider the vertices of polygons \( P_1^2, \ldots, P_{n-1}^2 \). By (6.16) they are equal
for $i = 1, \ldots, n - 1$, and the vertices of polygon $P_{\frac{1}{2}}^n$ are equal
\[
\frac{(2j - 1)D}{2dn}.
\]

The polygon $P_{\frac{1}{2}}^n$ with its vertices equal
\[
\frac{(2j - 1)D}{2(D - dn)}
\]
has these vertices in different unit arcs than $P_{\frac{1}{2}}^n$ which follows from Theorems 6.6 and 6.7 since $d_n$ is odd and $D - d_n$ is even. Thus, the set of unit arcs with the vertices of polygons $P_{\frac{1}{2}}^1, \ldots, P_{\frac{1}{2}}^{n-1}$ given in (6.17) coincides with the set of unit arcs with the vertices of the polygon $P_{\frac{1}{2}}^n$ in (6.19). Therefore, the sets \{(2j - 1)(\lambda_i + 1) : j = 1, 2, \ldots\} for $i = 1, \ldots, n - 1$ are disjoint and their union covers the set \{(2j - 1) : j = 1, 2, \ldots\} of odd positive integers. Thus, the sets \{(\lambda_i + 1)j - \frac{\lambda_i}{2} : j = 1, 2, \ldots\} for $i = 1, \ldots, n$ are disjoint and their union covers $\mathbb{N}$. Then, however, by the result of Mirsky, Newman, Davenport and Rado given in Lemma 6.12, we must have
\[
\lambda_l = \lambda_k
\]
for some $l \neq k$. and consequently
\[
d_l = d_k
\]
for some $l \neq k$ by (6.16), which leads to a contradiction. This proves that $d_n$ must be even in a competition-free instance. \[\Box\]

Finally, we have the following observation.

**Lemma 6.14.** For the competition-free instances, if $d_{n-1}$ is even, then $\alpha_{n-1} = 2$.

**Proof.** By Lemma 6.13 $d_n$ must be even in a competition-free instance. Thus, if $d_{n-1}$ is even as well, then we have $d_n = \alpha_{n-1}d_{n-1}$ for some $\alpha_{n-1} \geq 2$ by Lemma 6.11. We have $\frac{D}{d_n}(\alpha_{n-1} - 1) < \alpha_{n-1}$ since only vertices of $P_{\frac{1}{2}}^n$ may occur between the North Pole vertices of $P_{\frac{1}{2}}^{n-1}$, and by Lemma 6.9 each of them occupies a different unit arc, hence $\frac{D}{d_n} < \frac{\alpha_{n-1} - 1}{\alpha_{n-1} - 1}$. Let us now consider the South Pole vertices of an even $d_{n-1}$-gon $P_{\frac{1}{2}}^{n-1}$. Again, the distance between the first and the last of these vertices of $P_{\frac{1}{2}}^{n-1}$ is $\frac{D}{d_n}(\alpha_{n-1} - 1)$. Extend these sequence of vertices by adding one vertex of $P_{\frac{1}{2}}^n$ to each end. The distance between the new end vertices then becomes $\frac{D}{d_n}(\alpha_{n-1} + 1)$. On the other hand there are at least $\alpha_{n-1} + 3$ unit arcs between these two end vertices:
\[ \alpha_{n-1} \] occupied by the vertices of \( P_n^1 \), two occupied by the vertices of \( P_{n-1}^1 \), and one occupied by an odd \( d \)-gon vertex, see Lemma 6.5. The \( d \)-gon is neither \( P_n^1 \) nor \( P_{n-1}^1 \) since both \( d_n \) and \( d_{n-1} \) are even. Consequently, \( \frac{D}{d_n} \left( \alpha_{n-1} + 1 \right) > \alpha_{n-1} + 3 \), and thus \( \frac{\alpha_{n-1} + 3}{\alpha_{n-1} + 1} < \frac{D}{d_n} \). Therefore, we have shown that \( \frac{\alpha_{n-1} + 3}{\alpha_{n-1} + 1} < \frac{D}{d_n} < \frac{\alpha_{n-1}}{\alpha_{n-1} - 1} \), and thus, \( \frac{2}{\alpha_{n-1} + 1} < \frac{1}{\alpha_{n-1} - 1} \). This implies, \( \alpha_{n-1} < 3 \), hence \( \alpha_{n-1} = 2 \), which proves the lemma. \( \square \)

6.6 The Competition-Free Instances for \( n = 3 \)

This section shows that there is only one competition-free instance for \( n = 3 \). This instance is \( d_1 = 1, d_2 = 2, d_3 = 4 \). This is not a straightforward extension of the \( n = 2 \) case where the number of instances with small deviations was shown infinite. The case \( n = 3 \) needs to be considered separately since our proof of Theorem 6.1 will be done by induction on \( n \) beginning with \( n = 3 \). We begin by showing the following.

**Lemma 6.15.** We have either \( d_1 = 1, d_2 = \alpha, d_3 = 2\alpha \) for some even \( \alpha \) or \( d_3 = \beta d_1 \beta d_3 \), where \( d_1 > 1 \), and integer \( \beta \geq 1 \).

**Proof.** If the unique odd \( d_i \), where \( i \) is either 1 or 2, does not divide \( d_3 \), then by Lemma 6.11

\[ d_1 + (i \mod 2) = D - d_3 - d_i = \alpha d_i. \]

Since \( d_1 + (i \mod 2) \) is even then again by Lemma 6.11

\[ d_3 = \alpha_1 (i \mod 2) d_1 + (i \mod 2) = \alpha_1 (i \mod 2) \alpha d_i. \]

Thus, \( d_i \leq \gcd(d_i, d_1 + (i \mod 2), d_3) = 1 \), and the lemma follows from Lemma 6.14.

Now, let the odd \( d_i \), where \( i \) is either 1 or 2, divides \( d_3 \). Then by Lemma 6.11

\[ d_3 = \alpha_2 d_2 \text{ and } d_3 = \alpha_1 d_1. \]

Thus,

\[ d_2 = \frac{\alpha_1 d_1}{\alpha_2} \]

which means that \( \alpha_2 \) divides \( \alpha_1 d_1 \). If \( \alpha_2 \) and \( d_1 \) are relatively prime, then \( \alpha_2 \) divides \( \alpha_1 \) and thus \( d_1 \leq \gcd(d_1, d_2, d_3) = 1 \), and again the lemma follows from Lemma 6.14. Otherwise, \( d_1 = kx \) and \( \alpha_2 = lx \), for some integer \( x \geq 2 \), and \( k \) and \( l \) being relatively prime. Then

\[ d_3 = kx \alpha_1, \]

\[ d_1 = kx \]
and
\[ d_2 = \frac{\alpha_1 k}{l}. \]
Thus, \( l \) divides \( \alpha_1 \), that is \( \alpha_1 = ml \) and \( d_2 = mk \).
Consequently, \( k \leq \gcd(d_1, d_2, d_3) = 1 \) and
\[ d_3 = xml \]
\[ d_1 = x \]
\[ d_2 = m. \]

This ends the proof. \( \square \)

For the former case in Lemma 6.15 we have.

\textbf{Lemma 6.16.} The instances with \( d_1 = 1, d_2 = \alpha, d_3 = 2\alpha \), where \( \alpha \geq 4 \) and even, are not competition-free.

\textit{Proof.} Consider copy \( \alpha - k \) of 2 and copy \( 2(\alpha - k) \) of 3, where \( 0 \leq k \leq \alpha - 1 \). The ideal vertex of the former is
\[ \frac{(2\alpha - 2k - 1)}{2\alpha} (3\alpha + 1) = (3\alpha - k) - \frac{1}{2} - \frac{k}{\alpha} - \frac{1}{2\alpha} \]
and the ideal vertex of the latter equals
\[ (3\alpha - k) + \frac{1}{4} - \frac{k}{\alpha} - \frac{1}{4\alpha}. \]
Let us chose \( k \) so that
\[ \frac{\alpha}{4} < k < \frac{\alpha}{3} < \frac{\alpha}{2}, \]
which is possible for \( \alpha \geq 6 \). Then
\[ -1 < \frac{1}{4} - \frac{k}{\alpha} - \frac{1}{4\alpha} < 0 \]
and
\[ -1 < -\frac{1}{2} - \frac{k}{\alpha} - \frac{1}{2\alpha} < 0. \]
Therefore, the two vertices fall in the same unit interval \([ (3\alpha - k) - 1, 3\alpha - k ] \) and thus the instance is not competition free. For \( \alpha = 4 \) we easily check that (6.20) for \( k = 1 \) equals
\[ (3\alpha - k) - \frac{1}{2} - \frac{k}{\alpha} - \frac{1}{2\alpha} = (3\alpha - 1) - \frac{7}{8} \]
whereas (6.21)
\[ (3\alpha - k) + \frac{1}{4} - \frac{k}{\alpha} - \frac{1}{4\alpha} = (3\alpha - 1) - \frac{1}{16}. \]
Thus again the two fall in the same unit interval \([(3\alpha - k) - 1, 3\alpha - k]\) and thus again the instance is not competition free. \(\square\)

For the latter case in Lemma 6.15 we have.

**Lemma 6.17.** The instances with \(d_3 = \beta d_1 d_2\), where \(d_1 > 1\), and integer \(\beta \geq 1\), are not competition-free.

**Proof.** If \(\beta d_1\) is odd, then \(d_2\) must be even by Lemma 6.5. Then, however by Lemma 6.14, \(\beta d_1 = 2\) and we get a contradiction. Therefore, \(\beta d_1\) must be even. If at the same time \(d_2\) is even, then again by Lemma 6.14, \(\beta d_1 = 2\) and \(d_1 = 2\) which leads to a contradiction since then all three, \(d_1, d_2\) and \(d_3\) are even and thus \(\gcd(d_1, d_2, d_3) \geq 2\). Hence \(d_2\) must be odd. Now, consider

\[
l = \frac{(2j - 1)d_3}{2d_1} = \frac{(2j - 1)\beta d_2}{2},
\]

where \(j = 1, \ldots, d_1\). If \(\beta\) is odd, then

\[
k = l + \frac{1}{2}
\]

is a positive integer less than \(d_3\), and the ideal vertex for copy \(k\) of 3 is then

\[
\frac{(2k - 1)d}{2d_3} = lD + \frac{D}{d_3} = \frac{(2j - 1)d_3}{2d_1} \times \frac{D}{d_3} = \frac{(2j - 1)D}{2d_1}
\]

the same as the ideal vertex for copy \(j\) of 1, thus the instance is not competition-free.

Finally, consider the case of even \(\beta\). Suppose that \(\left\lfloor \frac{d_2}{d_1} \right\rfloor\) is even, then there are \(a\) sides of \(d_1\)-gone with the odd number \(\left\lfloor \frac{d_2}{d_1} \right\rfloor\) of \(d_2\)-gone vertices between the vertices of each of these sides, and by symmetry with respect to the NS axis the \(a\) is even. Observe that by symmetry with respect to the NS axis, there is an even number \(\left\lfloor \frac{d_2}{d_1} \right\rfloor\) of \(d_2\)-gone vertices between the North Pole vertices of \(d_1\)-gone. Therefore, the remaining \((d_1 - a)\) sides of \(d_1\)-gone are with the even \(\left\lfloor \frac{d_2}{d_1} \right\rfloor\) number of \(d_2\)-gone vertices between the vertices of each of these sides. Then, however

\[
d_2 = a \left\lfloor \frac{d_2}{d_1} \right\rfloor + (d_1 - a) \left\lfloor \frac{d_2}{d_1} \right\rfloor
\]

which is a contradiction since the right hand side is even and \(d_2\) is odd. Thus, \(\left\lfloor \frac{d_2}{d_1} \right\rfloor\) must be odd. Then, consider integers

\[
l = \frac{\beta kd_1}{2} \quad \text{and} \quad j = \frac{k + 1}{2},
\]

where \(k = 1, \ldots, d_2\) and odd. The ideal vertex for copy \(j\) of 2 is
Putting it Together \[ kD = \frac{k\beta d_1}{2} + \left\lfloor \frac{k}{2} \right\rfloor + 1 + \frac{kd_1}{2d_2} \]

and the ideal vertex for copy \( l \) of 3 is

\[ kD - D = \frac{k\beta d_1}{2} + \left\lfloor \frac{k}{2} \right\rfloor + \frac{kd_1}{2d_2} - \frac{d_1 + d_2}{2d_3}. \]

For \( k = \left\lfloor \frac{d_2}{d_1} \right\rfloor \), we have

\[ 0 < \frac{1}{2} + \frac{kd_1}{2d_2} < 1. \]

Note that \( \left\lfloor \frac{d_2}{d_1} \right\rfloor < \frac{d_2}{d_1} \) since odd \( d_2 \) is not divisible by even \( d_1 \). Thus, it remains to show that

\[ 0 < \frac{kd_1}{2d_2} - \frac{d_1 + d_2}{2d_3} \]

for the \( k \). This is equivalent to showing that

\[ 1 + \frac{d_2}{d_1} < \left\lfloor \frac{d_2}{d_1} \right\rfloor \beta d_1 \]

or

\[ \frac{3}{2} \left\lfloor \frac{d_2}{d_1} \right\rfloor + 1 \leq \beta d_1 \]

which holds since \( \left\lfloor \frac{d_2}{d_1} \right\rfloor \geq 1 \) and \( \beta d_1 \geq 4 \). Thus, ideal vertex for copy \( j \) of 2 and the ideal vertex for copy \( l \) of 3 both fall in the same interval \( \left[ \frac{k\beta d_1}{2} + \left\lfloor \frac{k}{2} \right\rfloor, \frac{k\beta d_1}{2} + \left\lfloor \frac{k}{2} \right\rfloor + 1 \right] \)

and the instance is not competition-free. This ends the proof. \( \square \)

The main result of this section follows.

**Theorem 6.18.** The optimal solution to (6.3) for a standard instance \( d = (d_1, d_2, d_3) \) has value \( B^* < \frac{1}{2} \) if and only if \( d_1 = 1, d_2 = 2 \) and \( d_3 = 4 \) and \( B^* = \frac{3}{4} \).

**Proof.** Follows immediately from Theorem 6.21 and Lemmas 6.15–6.17. \( \square \)

### 6.7 Putting it Together

We are now ready to prove Theorem 6.1. The induction is based on the following key lemma.

**Lemma 6.19.** If an instance \((d_1, \ldots, d_n)\) is competition-free, then so is the instance \((d_1, \ldots, d_{n-1}), n \geq 2\).
Proof. We have two cases to consider. First, suppose that the unique odd $d_i$ in the competition-free instance $(d_1,\ldots,d_n)$ does not divide $d_n$. Consider the instance $(d_1,\ldots,d_{n-1})$ and

$$D' = \sum_{k=1}^{n-1} d_k = D - d_n.$$  

We then have the ideal vertex of copy $j = 1,\ldots,d_i$ of $i$ at

$$\frac{2j-1}{2r_i} = \frac{(2j-1)D'}{2d_i} = \frac{(2j-1)(D-d_n)}{2d_i}. \quad (6.22)$$

By Lemma 6.11

$$D' = D - d_n = (\beta_i + 1)d_i \quad (6.23)$$

where $\beta_i + 1$ is odd. Thus from (6.22) and (6.23) we get

$$\frac{2j-1}{2r_i} = \frac{(2j-1)(\beta_i + 1)}{2}. \quad (6.24)$$

Since $(2j-1)(\beta_i + 1)$ is odd, then the copies $j = 1,\ldots,d_i$ of $i$ have all their ideal vertices at the half-points. The distance between any two adjacent vertices of $i$ is thus $\beta_i + 1$, and the first vertex of $i$ is at the half-point $\frac{\beta_i + 1}{2}$. Moreover, for any $k \neq i$ and $k = 1,\ldots,n-1$, its ideal vertices are at

$$\frac{2j-1}{2r_k} = \frac{2j-1}{2r_k} - (2j-1)\frac{\alpha_k}{2} \quad (6.25)$$

where $j = 1,\ldots,d_k$. Thus, any ideal vertex of $k$ advances to the left by an integer $(2j-1)\frac{\alpha_k}{2}$, since $\alpha_k$ is even by Lemma 6.11, from its original vertex $\frac{2j-1}{2r_k}$. It remains to show that each of the vertices in (6.24) and (6.25) occupies a different unit interval $(l-1,l), l = 1,\ldots,D'$, that is there is exactly one ideal vertex of $(d_1,\ldots,d_{n-1})$ that falls into $(l-1,l)$, and thus the instance is competition-free. The proof uses the $D$-circle introduced in Sect. 6.4. Let $C_D$ be the $D$-circle for the competition-free instance $(d_1,\ldots,d_{n-1},d_n)$. Delete all unit arcs from $C_D$ with ideal vertices of $d_n$-gone to obtain a circle $C$. In this circle, each unit arc is occupied by exactly one vertex since it is the case in the original circle $C_D$. Moreover, by Lemma 6.11, exactly $\beta_i$ unit arcs with the vertices of $d_k$-gones, $k \neq i$ and $k = 1,\ldots,n-1$, remain between any two adjacent vertices of $d_i$-gone after the deletion. Hence, the $d_i$-gone vertices are in the unit arcs

$$\left[\left[\frac{(2j-1)(\beta_i + 1)}{2}\right], \left[\frac{(2j-1)(\beta_i + 1)}{2}\right]\right]. \quad (6.26)$$

of $C$. Observe, however, that these vertices may not necessarily coincide with the half-points in (6.24). Moreover, Lemma 6.11 guarantees that the removal of the unit arcs with the ideal vertices of $d_n$-gone from $C_D$ advances ideal vertex $j$ of $k \neq i$ and $k = 1,\ldots,n-1$ by
$j\alpha_k - \frac{\alpha_k}{2}$

with respect to the original position

$$\left\lfloor \frac{2j - 1}{2r_k} \right\rfloor,$$

thus the vertices of all $d_k$-gones, $k \neq i$ and $k = 1, \ldots, n - 1$ coincide with those in (6.25). Finally, the vertices of the $d_i$-gone in the $C$-circle can be moved to the halfpoints inside of their unit arcs (6.26) which results into a $C_{D'}$-circle with the vertices define by (6.24) and (6.25) for the instance $(d_1, \ldots, d_{n-1})$. Thus the instance $(d_1, \ldots, d_{n-1})$ is competition-free.

Now assume that the unique odd $d_i$ in the instance $(d_1, \ldots, d_n)$ divides $d_n$. We then have $\frac{D}{d_i} = \alpha_i + \frac{D'}{d_i}$, for $i = 1, \ldots, n - 1$. Again, take the $D$-circle for the original instance and delete from it all unit arcs with the ideal vertices of the $d_n$-gone inside. By Lemma 6.11, exactly $\alpha_k$ unit arcs are deleted between any two adjacent vertices of $d_i$-gone for $i = 1, \ldots, n - 1$. Consequently, the distance between any two adjacent vertices of $d_k$-gone becomes $\frac{D'}{d_k}$, and we can easily obtain a $D'$-circle for the instance $(d_1, \ldots, d_{n-1})$ with exactly one ideal vertex in each unit arc. Thus, the instance $(d_1, \ldots, d_{n-1})$ is competition-free.

This lemma is key in the following theorem.

**Theorem 6.20.** If an instance $(d_1, \ldots, d_n)$ is competition-free, then $d_i = 2^{i-1}$ for $i = 1, \ldots, n$, $n \geq 3$.

**Proof.** By induction on $n \geq 3$. The theorem holds for $n = 3$ by Theorem 6.18. Let us assume that the theorem holds for $n = k \geq 3$. We prove that it also holds for $n = k + 1$. Consider a competition-free instance $(d_1, \ldots, d_n)$. By Lemma 6.19, the instance $(d_1, \ldots, d_{n-1})$ is competition-free. Thus, by the induction assumption $d_i = 2^{i-1}$ for $i = 1, \ldots, n - 1$. Therefore, $d_n$ is even, and by Lemma 6.14, $\alpha_{n-1} = 2$. Therefore, by Lemma 6.11 $d_n = 2d_{n-1} = 2^{n-1}$, hence $d_i = 2^{i-1}$ for $i = 1, \ldots, n$, and the theorem holds for $n = k + 1$. This completes the proof since by induction the theorem holds for any $n \geq 3$.

Thus, it remains to show that the opposite also holds.

**Theorem 6.21.** The instance $(d_1, \ldots, d_n)$ with $d_i = 2^{i-1}$ for $i = 1, \ldots, n$ has $B^* = \frac{2^{n-1} - 1}{2^{n-1}} < \frac{1}{2}$ and so is competition-free.

**Proof.** Consider the ideal positions for the instance $(d_1, \ldots, d_n)$ with $d_i = 2^{i-1}$ for $i = 1, \ldots, n$. We have the following ideal position for copy $j = 1, \ldots, 2^{i-1}$ of $i$,

$$Z_j' = \left\lfloor \frac{2j - 1}{2r_i} \right\rfloor = (2j - 1)2^{n-i} - \left\lfloor \frac{2j - 1}{2^i} \right\rfloor = (2j - 1)2^{n-i},$$
and thus observe that all ideal positions for this instance are pairwise different. Now, let us consider the earliest \( E(i, j) = \left\lfloor \frac{j-B}{r_i} \right\rfloor \) and the latest \( L(i, j) = \left\lceil \frac{j-1+B}{r_i} + 1 \right\rceil \) positions for copy \( j \) of \( i \) and the bottleneck

\[
B = \frac{2^{n-1} - 1}{2^n - 1}.
\]

We have

\[
E(i, j) = \left\lfloor \frac{j-B}{r_i} \right\rfloor = (2j-1)2^{n-i} - \left\lfloor \frac{j-1}{2^{i-1}} \right\rfloor = (2j-1)2^{n-i} = Z_j^i
\]

and

\[
L(i, j) = \left\lceil \frac{j-1+B}{r_i} + 1 \right\rceil = (2j-1)2^{n-i} - \left\lfloor \frac{2^{i-1}-j}{2^{i-1}} \right\rfloor = (2j-1)2^{n-i} = Z_j^i.
\]

Therefore, a feasible sequence for the instance \( (d_1, \ldots, d_n) \) with \( d_i = 2^{i-1} \) for \( i = 1, \ldots, n \) and \( B = \frac{2^{n-1} - 1}{2^n - 1} \leq \frac{1}{2} \) exists. The sequence simply has copy \( j \) of \( i \) in its ideal position \( Z_j^i \). Finally, by Lemma 4.22 no other sequence for the instance \( d_i = 2^{i-1} \) for \( i = 1, \ldots, n \) with \( B < \frac{1}{2} \) exists. Otherwise, the sequence would have some copy \( j \) of some \( i \) in a position different then \( Z_j^i \), which would result in a bottleneck at least \( \frac{1}{2} \).

Therefore, \( B^* = \frac{2^{n-1} - 1}{2^n - 1} \). \( \square \)

It is clear now that Theorem 6.1 follows immediately from Theorems 6.20 and 6.21.

### 6.8 Fraenkel’s Conjecture and Competition-Free Instances

We now explore Theorem 6.1 in the context of the well-known Fraenkel’s Conjecture which we now define. For rational numbers \( \alpha \geq 1 \) and \( \beta \) denote by \( S(\alpha, \beta) \) the sequence \( \{\lfloor j\alpha + \beta \rfloor : j = 1, 2, \ldots \} \). A finite set \( \{S(\alpha_i, \beta_i) : 1 \leq i \leq n\} \) is called an exact cover if every positive integer occurs in exactly one \( S(\alpha_i, \beta_i) \). We have the following conjecture of Fraenkel, see also Tijdeman [5].

**Conjecture 6.22 (Fraenkel).** If \( \{S(\alpha_i, \beta_i) : 1 \leq i \leq n\} \) is an exact cover with \( \alpha_1 > \ldots > \alpha_n \) and \( n \geq 3 \), then \( \{\alpha_1, \ldots, \alpha_n\} = \{\frac{2^n-1}{2^{i-1}} : i = 1, \ldots, n\} \).

The Fraenkel’s Conjecture remains open. However, the following results have been shown. Simpson [61] proves the following theorem.

**Theorem 6.23.** The Fraenkel’s Conjecture is vacuously true for \( \alpha_n \leq \frac{3}{2} \) or equivalently for \( r_n \geq \frac{2}{3} \).

Morikawa [58, 59], and Altman et al. [7], and Tijdeman [5, 60] show the following.
Theorem 6.24. The Fraenkel’s Conjecture holds for \( n = 3, 4, 5, \) and 6.

Uspensky [63] shows that.

Theorem 6.25. The Fraenkel’s Conjecture is vacuously true whenever \( \beta_i = 0 \) for \( i = 1, \ldots, n \), or \( \beta_i = 1 \) for \( i = 1, \ldots, n \).

**Proof.** Uspensky proves that the set \( \{ S(\alpha_i, 0) : 1 \leq i \leq n \} \) is never an eventual exact cover for real \( \alpha_i \geq 1, i = 1, \ldots, n \) and \( n \geq 3 \). This also implies that no set \( \{ S(\alpha_i, 1) : 1 \leq i \leq n \} \) is an eventual exact cover for real \( \alpha_i \geq 1, i = 1, \ldots, n \). These two imply the theorem. \( \Box \)

We now show the following theorem that we refer to as the symmetric Fraenkel’s Conjecture.

Theorem 6.26. If \( \{ S(\alpha_i, -\frac{\alpha_i}{2}) : 1 \leq i \leq n \} \) is an exact cover with \( \alpha_1 > \ldots > \alpha_n \) and \( n \geq 3 \), then \( \{ \alpha_1, \ldots, \alpha_n \} = \{ \frac{2^n - 1}{2i} : i = 1, \ldots, n \} \).

**Proof.** If \( \{ S(\alpha_i, \beta_i) : 1 \leq i \leq n \} \) is an exact cover, then \( \sum_{i=1}^{n} \frac{1}{\alpha_i} = 1 \). Now, let \( D \) be the common denominator of \( \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_n} \). Then, we have \( \frac{1}{\alpha_i} = \frac{d_i}{D}, \ldots, \frac{1}{\alpha_n} = \frac{d_n}{D} \), where \( d_1, \ldots, d_n \) are some positive integers, and \( D = \sum_{i=1}^{n} d_i \). Without loss of generality \( \gcd(d_1, \ldots, d_n) = 1 \). Consider, the interval \( [0, D] \). Since \( \{ S(\alpha_i, -\frac{\alpha_i}{2}) : 1 \leq i \leq n \} \) is an exact cover, then all \( j\alpha_i - \frac{\alpha_i}{2} = \frac{(2j-1)\alpha_i}{2} = \frac{(2j-1)}{2\tau_i}, j = 1, \ldots, d_i \) are fractional.

This claim holds as hollows. Suppose that there is \( j \) and \( i \) such that \( \frac{(2j-1)}{2\tau_i} = \frac{2(2j-1)D}{2d_i} \) is integral. Hence, since \( 2j - 1 \) is odd, then \( D \) must be even. Therefore, there must be an even number of odd numbers among \( d_1, \ldots, d_n \). Otherwise, either all demands are even and then \( \gcd(d_1, \ldots, d_n) \geq 2 \) or else there is an odd number of odd demands and then \( D \) is odd, both cases lead to a contradiction. Now, let \( d_a = 2k - 1 \) and \( d_b = 2l - 1 \), for some positive integers \( k \) and \( l \), be two odd demands and \( a \neq b \). Obviously, \( k \leq d_a \) and \( l \leq d_b \), and thus \( \frac{2(k-1)D}{2d_a} \) of \( a \) and \( \frac{2(l-1)D}{2d_b} = \frac{D}{2} \) of \( b \) are equal and thus \( \{ S(\alpha_i, -\frac{\alpha_i}{2}) : 1 \leq i \leq n \} \) is not an exact cover, which leads to a contradiction.

Therefore, the instance \( \{ d_1, \ldots, d_n \} \) is competition-free. Thus, by Theorem 6.20, \( d_i = 2^{i-1}, i = 1, \ldots, n \). Consequently the symmetric Fraenkel’s Conjecture holds. \( \Box \)

This theorem immediately implies the Fraenkel’s Conjecture for the sets of the form \( \{ S(\alpha_i, -\frac{\alpha_i}{2} + a) : 1 \leq i \leq n \} \), where \( a \) is an integer, and \( \{ S(\alpha_i, -\frac{\alpha_i}{2} + \lambda_i) : 1 \leq i \leq n \} \), where \( -\frac{1}{2\tau_i} < \lambda_i < \frac{1}{2\tau_i} \). What happens for other forms of \( \beta_i \) seems mostly open. However, we show that the conjecture holds for the parametric case as well.

For a rational numbers \( \alpha_i \geq 1 \) and \( 0 \leq \delta \leq 1 \), define the parametric sequence as follows

\[
 j\alpha + (\delta - 1)\alpha
\]

for \( j = 1, 2, \ldots \). The parametric sequences are related to the parametric sequences of apportionment as follows. Consider the set of parametric sequences \( \{ S(\alpha_i, (\delta - 1) \} \)
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\( \alpha_i : 1 \leq i \leq n \). If the set is an exact cover, then \( \sum_{i=1}^{n} \frac{1}{\alpha_i} = 1 \). Let \( D \) be the common denominator of \( \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_n} \). Then, \( \frac{1}{\alpha_i} = \frac{d_i}{D}, \ldots, \frac{1}{\alpha_n} = \frac{d_n}{D} \), for some positive integers \( d_1, \ldots, d_n \), and \( D = \sum_{i=1}^{n} d_i \). Without loss of generality \( \gcd(d_1, \ldots, d_n) = 1 \). We then have

\[
\frac{j\alpha_i + (\delta - 1)\alpha_i}{j + (\delta - 1)\alpha_i} = \frac{j + (\delta - 1)}{r_i}
\]

for \( j = 1, \ldots d_i \). Thus the sequence corresponds to a \( \delta \)-parametric sequence

\[
\frac{d_i}{j + (\delta - 1)}.
\]

The Adams’s for \( \delta = 0 \), the Jefferson’s for \( \delta = 1 \), and the Webster’s for \( \delta = \frac{1}{2} \). Therefore, by Theorem 6.25 the Fraenkel’s conjecture is vacuously true for \( \delta = 1 \) or the Adam’s sequence, and for \( \delta = 0 \) or the Jefferson’s sequence. We have the following general theorem for the parametric sequences.

**Theorem 6.27.** If \( \{S(\alpha_i, (\delta - 1)\alpha_i) : 1 \leq i \leq n\} \) is an exact cover with \( 0 \leq \delta \leq 1 \), \( \alpha_1 > \ldots > \alpha_n \) and \( n \geq 3 \), then \( \{\alpha_1, \ldots, \alpha_n\} = \{\frac{2^{n-1} - 1}{2} : i = 1, \ldots, n\} \).

**Proof.** By Theorem 6.25 we may assume \( 0 < \delta < 1 \). Rewrite (6.28) as follows

\[
\frac{j + (\delta - 1)}{r_i} = \frac{2j - 1}{2r_i} + \frac{\varepsilon}{r_i},
\]

where \( -\frac{1}{2} < \varepsilon = \delta - \frac{1}{2} < \frac{1}{2} \). The vertices

\[
\frac{2j - 1}{2r_i},
\]

for \( i = 1, \ldots, n \) and \( j = 1, \ldots, d_i \) define a regular \( d_i \)-gone \( P_i^{\frac{1}{2}} \) and the vertices

\[
\frac{2j - 1}{2r_i} + \frac{\varepsilon}{r_i},
\]

for \( i = 1, \ldots, n \) and \( j = 1, \ldots, d_i \) define a regular \( d_i \)-gone denoted by \( P_i^{\frac{1}{2} + \varepsilon} \). The polygon \( P_i^{\frac{1}{2} + \varepsilon} \) is obtained from \( P_i^{\frac{1}{2}} \) by rotating the latter by the angle

\[
\theta_i = \frac{2\pi|\varepsilon|}{d_i},
\]

\( i = 1, \ldots, n \), clockwise if \( \varepsilon > 0 \), or counter-clockwise otherwise. Assume \( \varepsilon > 0 \). Suppose that the polygons \( P_i^{\frac{1}{2} + \varepsilon} \) make up an exact cover for \( (d_1, \ldots, d_n) \) which is not the power-of-two instance. Rotate them by \( \theta_i \) counter-clockwise to obtain the polygons \( P_i^{\frac{1}{2}}, i = 1, \ldots, n \). Consider those polygons after the rotation now. By Theorem 6.20
the instance \((d_1, \ldots, d_n)\) is not competition-free, thus there is a unit arc \([k, k+1]\) of the \(D\)-circle, and by the \(NS\)-symmetry a unit arc \([D-(k+1), D-k]\), that includes vertices of at least two polygons \(P_i^{\frac{1}{d_i}}\) and \(P_j^{\frac{1}{d_j}}\), \(i \neq j\), after the rotations. Without loss of generality let us assume that the \(k\) is smallest possible. Thus, each unit arc \([0, 1], \ldots,[k-1,k]\), as well as each unit arc \([D,D-1], \ldots,[D-(k-1),D-k]\) by the \(NS\)-symmetry, includes at most one vertex of the polygons \(P_i^{\frac{1}{d_i}}, i = 1, \ldots, n\). Thus, there are \(l \leq k\) vertices of polygons \(P_i^{\frac{1}{d_i}}, i = 1, \ldots, n\) in each of the arcs \([0,k]\) and \([D-k,D]\), and \(l+2\) in the arc \([D-(k+1),D]\). This, however, leads to a contradiction as follows. Consider the arcs \(R = [0,k]\) and \(L = [D-(k+1),D]\). If \(l < k\), then the clockwise rotation of polygon \(P_i^{\frac{1}{d_i}}\) by, see Fig. 6.4

\[
\theta_i < \frac{\pi}{d_i},
\]

(6.29)

for \(i = 1, \ldots, n\), results into at most \(l\) vertices of polygons \(P_i^{\frac{1}{d_i}+\varepsilon}\), \(i = 1, \ldots, n\), in the arc \(R\) which leads to a contradiction since the polygons make up an exact cover and thus there must be exactly \(k\) of then in \(R\). Otherwise, that is if \(l = k\), the same rotation results into at least \(l+2\) vertices of polygons \(P_i^{\frac{1}{d_i}+\varepsilon}\), \(i = 1, \ldots, n\), in the arc \(L\). This leads to a contradiction again since then \(l+2 = k+2\), and there are only \(k+1\) unit arcs in \(L\). Therefore, the Fraenkel’s Conjecture holds for all apportionment parametric sequences for \(\varepsilon > 0\). However, a similar reasoning proves the \(\varepsilon < 0\) case as well, and the \(\varepsilon = \frac{1}{2}\) case is shown in Theorem 6.26. □

Fig. 6.4 The North arcs of polygons \(P_i^{\frac{1}{d_i}}, P_i^{\frac{1}{d_i}},\) and \(P_j^{\frac{1}{d_j}}\) in the rotations by \(\theta_i, \theta_j,\) and \(\theta_j\) respectively
6.9 Regular Sequences and Multimodular Functions

We begin by introducing regular sequences (words). The main problem is to find, if any exists, a regular word for given rates with which letters should occur in the sequence. Though this problem remains open, we provide a summary of conditions under which such words exist. Our discussion relies on the results on the competition-free instances and the symmetric Fraenkel’s Conjecture discussed in Sect. 6.8.

6.9.1 Regular Sequences

For the rate $0 < r < 1$ and the phase $0 \leq \theta < 1$ the zero-one sequence
$$\sigma(r, \theta) = \lfloor (j+1)r + \theta \rfloor - \lfloor jr + \theta \rfloor$$
(6.30)
j $\in \mathbb{Z}$ is called a regular sequence (or a Sturmian word if $r$ is irrational). Let \{a_1, ..., a_n\} be a finite alphabet. Let \{a_1, ..., a_n\}^\mathbb{Z} be the set of infinite sequences on \{a_1, ..., a_n\}. For the letter $a_i$ and sequence $s \in \{a_1, ..., a_n\}^\mathbb{Z}$ let $I(s, a_i) \in \{0, 1\}^\mathbb{Z}$ be the indicator in $s$ of the letter $a_i$, that is $I(s, a_i)_j = 1$ if and only if $s_j = a_i$. An example of the concepts just introduced follows.

**Example 6.28.** Consider a periodic sequence $s^\infty$ with the period
$$s = abacaba.$$

The three indicators $I(s, a), I(s, b),$ and $I(s, c)$ are
$$\ldots0101010110101010\ldots$$
$$\ldots1001000100100010\ldots$$
and
$$\ldots0100000100000010\ldots$$
with the periods 1010101, 0100010, and 0001000 respectively.

A sequence $s$ is said to have asymptotic rate $r$ of the letter $a_i$ if
$$\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} I(s, a_i)_k = r$$

Observe that $s$ in Example 6.28 has asymptotic rate $\frac{7}{7}$ of the letter $a$, $\frac{2}{7}$ of the letter $b$ and $\frac{1}{7}$ of the letter $c$.

For a zero-one sequence $s \in \{0, 1\}^\mathbb{Z}$, the support in $s$ of 1 is the set of all positions in $s$ with the value 1.
For the regular word $\sigma(r, \theta)$ the support is by (6.30) as follows
\[
S = \left\{ \left\lceil \frac{j}{r} - \frac{\theta}{r} \right\rceil - 1 : j \in \mathbb{Z} \right\}.
\]

The main problem considered in this section can be formulated as follows, see also Altman et al. [7].

**Problem 6.29.** Given the rates $r_1, \ldots, r_n$ that sum up to 1, is there a sequence $s \in \{a_1, \ldots, a_n\}^{\mathbb{Z}}$ such that
\[
I(s, a_i) = \sigma(r_i, \theta_i) \quad (6.31)
\]
for some $0 \leq \theta_i < 1$ for all $i = 1, \ldots, n$?

Since the sequence in (6.31)
\[
\sigma(r_i, \theta_i) = \lfloor (j + 1)r_i + \theta_i \rfloor - \lfloor jr_i + \theta_i \rfloor \quad (6.32)
\]
for $j = 1, 2, \ldots$ has its support
\[
S_i = \left\{ \left\lceil \frac{j}{r_i} - \frac{\theta_i}{r_i} \right\rceil - 1 : j \in \mathbb{Z} \right\}
\]
and all supports are shifted by $-1$ we can consider supports
\[
S'_i = \left\{ \left\lceil \frac{j}{r_i} - \frac{\theta_i}{r_i} \right\rceil : j \in \mathbb{Z} \right\}
\]
instead. Therefore, problem (6.29) is equivalent to the following problem.

**Problem 6.30.** Given the rates $r_1, \ldots, r_n$, are there phases $\theta_1, \ldots, \theta_n$ such that the sets
\[
S'_i = \left\{ \left\lceil \frac{j}{r_i} - \frac{\theta_i}{r_i} \right\rceil : j \in \mathbb{Z} \right\}
\]
for $i = 1, \ldots, n$ make up an exact cover of $\mathbb{Z}$, that is each integer is in exactly one set $S'_i$?

The problem is a challenging open problem. Graham [64] proves that if all the rates $r_1, \ldots, r_n$ are distinct, then all of them are rational. However, rational rates imply that the sequences (6.32) are cyclic. Therefore, the $\mathbb{Z}$ in the problem (6.30) can be replaced by the set $\mathbb{N}$ of positive integers. Then, however, the Fraenkel’s conjecture claims that the only rates must be power-of-two rates. We show in Theorem 6.27 that if the sequence $s \in \{a_1, \ldots, a_n\}^{\mathbb{N}}$ is set up according to the parametric methods of apportionment, then this conjecture holds. It also holds unconditionally for $n = 3, 4, 5,$ and 6 as well as vacuously for any instance with maximum rate $\max\{r_i\} \geq \frac{2}{3}$, see Sect. 6.8. Moreover, we observe that for this question to have
an affirmative answer not all phases $\theta_i$, $i = 1, \ldots, n$, may be greater than $\frac{1}{2}$ and not all of them may be less than $\frac{1}{2}$. This follows from the same arguments as used in the proof of Theorem 6.27. Finally, by Lemmas 5.14 and 5.15 the regular word is always possible for $n = 2$, see also the proof of Lemma 6.31 below.

Although a complete characterization of all the rates for which a sequence $s \in \{a_1, \ldots, a_n\}^\mathbb{Z}$ satisfying (6.31) exists is an open problem even if some rates are allowed to equal, we have the following result for two distinct rates, see also Altman et al. [7].

**Lemma 6.31.** If the rates $r_1, \ldots, r_n$ are made up of at most two distinct numbers, then they admit a regular sequence.

**Proof.** Let $r_1 = \ldots = r_k = p$ and $r_{k+1} = \ldots = r_n = q$. Consider an instance with $n = 2$, $R_1 = kp$ and $R_2 = (n-k)q$. If $p$ is rational, then $p = \frac{d_1}{D}$ and $q = \frac{d_2}{D}$ and $D = kd_1 + (n-k)d_2$, for some positive integers $d_1$ and $d_2$. Without loss of generality $\gcd(d_1, d_2) = 1$. Let $\gcd(k, n-k) = g$, then $k' = \frac{k}{g}$ and $m' = \frac{n-k}{g}$ and $D' = k'd_1 + m'd_2$. The instance $(k'd_1, m'd_2)$ is a standard instance such that $R_1 = \frac{k'd_1}{D'}$ and $R_2 = \frac{m'd_2}{D'}$. For one of $k'd_1$ and $m'd_2$ being odd and the other even, Lemma 5.14 shows a solution $s$ which is a regular word with $\theta = \frac{1}{2}$ for either letter. The solution can be made to work for both $k'd_1$ and $m'd_2$ being odd as well. Then, we can just take $\theta_1 = \frac{1}{2} + \varepsilon$ and $\theta_2 = \frac{1}{2} - \varepsilon$ for the two letters respectively and for sufficiently small $\varepsilon > 0$. Thus the sequence $s^g$, that is $s$ concatenated $g$ times is a regular word for the instance $(kd_1, (n-k)d_2)$. In that sequence, we replace the $l$th, the $(k+l)$th, etc., the $(k(d_1 - 1) + l)$th occurrence of the letter $a$ by the letter $l$, $l = 1, \ldots, k$, respectively, and we replace the $l$th, the $m$th, the $((n-k) + m)$th, etc., occurrence of the letter $b$ by the letter $m$, $m = 1, \ldots, n-k$, respectively. The resulting sequence is regular for the alphabet $\{1, \ldots, n\}$ and the rates $r_1, \ldots, r_k, r_{k+1}, \ldots, r_n$.

If $p$ is irrational, then by the Beatty theorem, see Theorem 6.32 below, the sequences $\left\lfloor \frac{i}{kp} \right\rfloor$ and $\left\lfloor \frac{j}{(n-k)q} \right\rfloor$, $j = 1, 2, \ldots$ partition $\mathbb{N}$ since $kp + (n-k)q = 1$. In that sequence replace the $l$th, the $(k+l)$th, etc., occurrence of the letter $a$ by the letter $l$, and replace the $l$th, the $((n-k) + m)$th, etc., occurrence of the letter $b$ by the letter $m$. By the Beatty theorem the resulting sequences are regular. The sequences also have the asymptotic rates as requested. \square

The following theorem is referred to in the proof and it was first shown by Beatty [57].

**Theorem 6.32 (Beatty).** The sequences $\{\lfloor \alpha j \rfloor : j = 1, 2, \ldots \}$ and $\{\lfloor \beta j \rfloor : j = 1, 2, \ldots \}$ partition $\mathbb{N}$ if and only if

(i) $\frac{1}{\alpha} + \frac{1}{\beta} = 1$.

(ii) $\alpha$ is irrational.

Finally, the following lemma gives a relative way of generating regular word, see Altman et al. [7] for its proof, for given rates for which the regular word already exists.
Lemma 6.33. If the rates $r_1, r_2, \ldots, r_n$ admit a regular sequence, then so do the rates $r_1 \underbrace{k, \ldots, k}, r_2, \ldots, r_n$ where the letter $a_1$ with the rate $r_1$ is replaced by $k \geq 1$ distinct letters $a_1^1, \ldots, a_1^k$ with the rate $r_1^k$ for each.

We finish this section with an example of regular words generated in the special cases discussed earlier in this section.

Example 6.34. The power-of-two instance $d = (1, 2, 4, 8, 16)$ admits a regular sequence with period

$$abacabadabacabaebacabadabacaba.$$

Thus, by Lemma 6.33 the instance $d_1 = (1, 2, 4, 4, 4, 4, 4, 8)$ admits a regular sequence, its period is

$$xbyczbwdxbyczbwexbyczbwdxbyczbw.$$

The instance $d' = (9, 10)$ admits a regular sequence since $n = 2$. The sequence has period

$$abababababababa.$$

Thus, by Lemma 6.31 the instance with two different demands $d' = (3, 3, 3, 10)$

$$axayazaxayazaxayaza.$$

is regular.

6.9.2 Multimodular Functions

The multimodular functions were introduced by Hajek [6] as follows. Define vectors $v_0, v_1, \ldots, v_m \in \mathbb{Z}^m$

$$v_0 = (-1, 0, \ldots, 0)$$
$$v_1 = (1, -1, \ldots, 0)$$
$$v_2 = (0, 1, -1, \ldots, 0)$$
$$\ldots$$
$$v_m = (0, 0, 0, \ldots, 1)$$

Let $V = \{v_0, v_1, \ldots, v_m\}$. A function $J$ on $\mathbb{Z}^m$ is multimodular if for all $u \in \mathbb{Z}^m$,

$$J(u + v) + J(u + w) \geq J(u) + J(u + v + w)$$
for \(v, w \in V\) and \(v \neq w\). A sequence of integers

\[ s = s_1 s_2 \cdots \]

is said to have an asymptotic mean \(r\) if

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} s_k = r.
\]

We let the multimodular function \(J\) on \(\mathbb{Z}^m\) to “slide” along an infinite sequence of integers \(s\) with a given asymptotic mean \(r\),

\[
\lim_{n \to \infty} \inf \frac{1}{n} \sum_{k=1}^{n} J(s_k, s_{k+1}, \ldots, s_{k+m-1}) \quad (6.33)
\]

to calculate the asymptotic average of \(J\) along the \(s\). The following theorem is due to Hajek [6]. It gives a lower bound for the asymptotic average (6.33), and it also shows that the bound is attained on regular words.

**Theorem 6.35.** Let \(J\) be a multimodular function on \(\mathbb{Z}^m\). If \(s\) is any integer sequence with asymptotic mean \(r\) then

\[
\lim_{n \to \infty} \inf \frac{1}{n} \sum_{k=1}^{n} J(s_k, s_{k+1}, \ldots, s_{k+m-1}) \geq \int_0^1 J(\lfloor r + \phi \rfloor, \lfloor 2r + \phi \rfloor - \lfloor r + \phi \rfloor, \ldots, \lfloor mr + \phi \rfloor - \lfloor (m-1)r + \phi \rfloor) d\phi
\]

In case of a regular word \(s = \sigma(r, \theta)\) for some \(0 \leq \theta < 1\)

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} J(\sigma(r, \theta)_k, \sigma(r, \theta)_{k+1}, \ldots, \sigma(r, \theta)_{k+m-1}) = \int_0^1 J(\lfloor r + \phi \rfloor, \lfloor 2r + \phi \rfloor - \lfloor r + \phi \rfloor, \ldots, \lfloor mr + \phi \rfloor - \lfloor (m-1)r + \phi \rfloor) d\phi.
\]

Altman et al. [7, 65] extend this result as follows. Let \(J_1, \ldots, J_n\) be multimodular functions on \(\mathbb{Z}^m\) and let \(g : \mathbb{R}^n \to \mathbb{R}\) be any increasing linear function. Consider sequences \(s \in \{a_1, \ldots, a_n\}^\mathbb{Z}\) with asymptotic rates \(r_i\) for the letter \(a_i\) so that

\[ r_1 + r_2 + \cdots + r_n = 1.\]

They prove the following theorem.

**Theorem 6.36.** Let \(J_1, \ldots, J_n\) be a multimodular functions on \(\mathbb{Z}^m\). If \(s \in \{a_1, \ldots, a_n\}^\mathbb{Z}\) with asymptotic rates \(r_i\) for the letter \(a_i\), then
This motivating application comes from Hajek [6]. Consider a sequence of customers arriving at rate $\lambda$. Following Hajek we assume that the interarrival times $\{Y_k : k = 1, 2, \ldots\}$ are independent, identically distributed random variables with finite mean $\frac{1}{\lambda}$. That is the arrival process is a renewal process, see Ross [66]. A prespecified admission sequence $s$ over the alphabet $\{a_1, \ldots, a_n\}$ with given asymptotic
rates $r_i$ for the letter $a_i$ is used to split the arrival stream between $n$ exponential servers with mean service times $\frac{1}{\mu_1}, \ldots, \frac{1}{\mu_n}$. For each $k$, customer $k$ is admitted to server $i$ such that $s_k = a_i$. Thus, customers arrive at server $i$ at the rate $\lambda r_i$.

Define $Q_k^i$ to be the number of customers in the queue of server $i$, including the one whose service is in progress, immediately prior to the arrival of customer $k$. Let $X_k^i$ be the potential number of departures from the queue of server $i$ between the arrival of customer $k$ and customer $k + 1$. We assume that the conditional probability distribution of $X_k^i$ given that the time between the arrivals is $t$ is Poisson with mean $\mu_i t$. Thus, the expected value of $X_k^i$ is $\mu_i \lambda_r$. The actual number of departures between the arrival of customer $k$ and customer $k + 1$ can not exceed $Q_k^i + I(s,a_i)_k$, which is the queue size just after customer $k$ arrives. Thus, we have the following recursive formula

$$Q_{k+1}^i = \max \{Q_k^i + I(s,a_i)_k - X_k^i, 0\},$$

for $k = 1, 2, \ldots$ and

$$Q_1^i = 0.$$

Thus, by induction we obtain

$$Q_{k+1}^i = \max \left\{ \sum_{j=1}^{l} (I(s,a_i)_{k+1-j} - X_{k+1-j}^i) : l = 0, \ldots, k \right\}$$

for $k = 1, 2, \ldots$, where by definition

$$\sum_{j=1}^{0} (I(s,a_i)_{k+1-j} - X_{k+1-j}^i) = 0.$$

Therefore, the expected number of customers, or the expected queue size, in the queue of server $i$ is

$$EQ_{k+1}^i = E \left( \max \left\{ \sum_{j=1}^{l} I(s,a_i)_{k+1-j} - X_{k+1-j}^i : l = 0, \ldots, k \right\} \right)$$

$$= J_k^i (I(s,a_i)_1, \ldots, I(s,a_i)_k)$$

for $k = 1, 2, \ldots$ and the expected queue size is a multimodular function for each server.

**Lemma 6.37.** $EQ_{k+1}^i$ is a multimodular function on $\mathbb{Z}^k$.

Hajek gives the following interpretation of this lemma. The difference $EQ_{k+1}^i (u) - EQ_{k+1}^i (u + v_j)$ represents the waiting time saving seen by customer $k$ in the queue of server $i$ if customer $j - 1$ were admitted to the server rather than customer $j$. This saving is non-negative since $k$ cannot wait longer by having a previous customer admitted earlier to server $i$. Multimodularity of $EQ_{k+1}^i$ ensures that for $j \neq l$ this time saving is no greater than $EQ_{k+1}^i (u + v_l) - EQ_{k+1}^i (u + v_j + v_l)$, which is the time saving
that would result from admitting \( j - 1 \) and \( l - 1 \) rather than customer \( j \) and \( l \) respectively to server \( i \).

Finally,

**Theorem 6.38.** If \( s \) is any zero-one valued sequence with asymptotic mean \( r_i \), then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} EQ^i_k \geq J^i
\]

If \( s = \sigma(r_i, \theta_i) \), then

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} EQ^i_k = J^i,
\]

where

\[
J^i = \lim_{k \to \infty} \int_0^1 J^i_k (\lfloor r_i + \phi \rfloor, \lfloor 2r_i + \phi \rfloor - \lfloor r_i + \phi \rfloor, \ldots, \\
\lfloor kr_i + \phi \rfloor - \lfloor (k-1)r_i + \phi \rfloor) d\phi.
\]

Therefore, regular admission sequences minimize expected queue sizes for each server. Altman et al. [7] extend this result to the expected workload and waiting time in an event graph (thus there is no inside choice for the route followed by the customers in such graph) that replaces a single server in Fig. 6.5. However, in either case regular sequences may not exist for some rates, after all the Fraenkel’s Conjecture holds for \( n = 3, 4, 5, \) and \( 6 \), see Theorem 6.24, moreover, Simpson [61] shows the same for one rate being at least \( \frac{2}{3} \), see Theorem 6.23. Therefore, the algorithm that finds an optimal admission sequence for the rates for which a regular sequence does not exist remains an important open question.

**Fig. 6.5** Splitting arrival process according to the admission sequence \( s \) with asymptotic rates \( r_i \) for the letter \( a_i, i = 1, \ldots, n \)
6.11 Multimodular Function on Just-In-Time Sequences

We close this chapter with a proof that the function on just-in-time sequences considered in Chap. 3 is a multimodular function when limited to a set zero-one vectors. Let \( A_{j,D} \) be a set of all vectors in \( \{0,1\}^D \) with exactly \( j = 0, \ldots, d_i \) ones, that is

\[
A_{j,D} = \left\{ u \in \{0,1\}^D \text{ and } \sum_{k=1}^{D} u_k = j \right\}.
\]

Let

\[
A_i = \bigcup_{j=0}^{d_i} A_{j,D}.
\]

For a vector \( u \in A_i \) let \( i_0, \ldots, i_j \) be all coordinates with value 1. We define a function \( g \) on \( A_i \) as follows

\[
g(u) = \sum_{k=0}^{i_1-1} f_0(k) + \sum_{k=i_1}^{i_2-1} f_1(k) + \cdots + \sum_{k=i_j}^{D} f_j(k). \tag{6.34}
\]

where the functions \( f_l \) are defined in (3.6) in Chap. 3, and \( i_1 = D + 1 \) for \( j = 0 \). Notice that the function \( g \) on \( A_{d_i,D} \) is exactly the function in (3.8) We have the following observation.

**Lemma 6.39.** Function \( g \) is multimodular on \( A_i \).

**Proof.** We need to show that for any \( u \in A_i \) and \( v, w \in V \) with \( v \neq w \)

\[
g(u + v) + g(u + w) \geq g(u) + g(u + v + w) \tag{6.35}
\]

as long as all vectors \( u, u + v, u + w \) and \( u + v + w \) are in \( A_i \). Suppose that \( v = v_k \) and \( w = v_l \), and without loss of generality \( k < l \). If all four vectors are in \( A_{j,D} \), for some \( j \), then we have \( 0 < k \) and \( l < D \). Thus, there are \( i_a = k \) and \( i_b = l \) such that \( u_{k-1} = 0 \), \( u_k = 1 \), and \( u_{l-1} = 0 \), \( u_l = 1 \). Consequently,

\[
g(u + v) = g(u) + f_a(i_a - 1) - f_{a-1}(i_a - 1),
\]

\[
g(u + w) = g(u) + f_b(i_b - 1) - f_{b-1}(i_b - 1),
\]

and

\[
g(u + v + w) = g(u) + f_a(i_a - 1) - f_{a-1}(i_a - 1) + f_b(i_b - 1) - f_{b-1}(i_b - 1).
\]

Thus, (6.35) holds as equality. For \( v = v_D \) we get

\[
g(u + v_D) = g(u) + f_{j+1}(D) - f_j(D) \tag{6.36}
\]
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and for \( v = v_0 \)

\[
g(u + v_0) = g(u) + \sum_{k=1}^{i_j-1} (f_0(k) - f_1(k)) + \cdots + \sum_{k=i_j}^D (f_{j-1}(k) - f_j(k)), \quad (6.37)
\]

in particular for \( u + v_0 \) having all zeros, we have

\[
g(u + v_0) = \sum_{k=0}^D f_0(k) = g(u) + \sum_{k=1}^D (f_0(k) - f_1(k)).
\]

Thus,

\[
g(u + v_0 + v_D) = g(u + v_0) + f_j(D) - f_{j-1}(D)
\]

and hence

\[
g(u + v_D) + g(u + v_0) = g(u) + g(u + v_0 + v_D) + f_{j+1}(D) - 2f_j(D) + f_{j-1}(D).
\]

However,

\[
f_{j+1}(D) - 2f_j(D) + f_{j-1}(D) \geq 0
\]

by Lemma 4.1 where

\[
f_j(D) = F(j - d_i)
\]

by definition (3.6) with convex \( F \). Therefore,

\[
g(u + v_D) + g(u + v_0) \geq g(u) + g(u + v_0 + v_D).
\]

For \( g(u + v_D) \) and \( g(u + w) \) with \( w \neq v_0 \), we have

\[
g(u + v_D + w) = g(u + w) + f_{j+1}(D) - f_j(D)
\]

hence by (6.36)

\[
g(u + v_D) + g(u + w) = g(u) + g(u + v_D + w).
\]

Finally, for \( w \neq v_D \) we have

\[
g(u + v_0 + w) = g(u + v_0) + f_{b-1}(i_b - 1) - f_{b-2}(i_b - 1),
\]

thus

\[
g(u + v_0) + g(u + w) = g(u) + g(u + v_0 + w) + f_b(i_b - 1) - 2f_{b-1}(i_b - 1) + f_{b-2}(i_b - 1)
\]

However,

\[
f_b(i_b - 1) - 2f_{b-1}(i_b - 1) + f_{b-2}(i_b - 1) \geq 0
\]
by Lemma 4.1 where
\[ f_b(i_b - 1) = F(b - (i_b - 1)r_i) \]
by definition (3.6) with convex \( F \). Therefore,
\[ g(u + v_0) + g(u + w) \geq g(u) + g(u + v_0 + w). \]
\[ \square \]

6.12 Exercises

**Exercise 6.40.** Prove that
\[ \left\lfloor \frac{1}{r} \right\rfloor \leq \left\lfloor \frac{j + 1}{r} - \frac{\theta}{r} \right\rfloor - \left\lfloor \frac{j}{r} - \frac{\theta}{r} \right\rfloor \leq \left\lceil \frac{1}{r} \right\rceil \]
for \( j = 1, 2, \ldots, 0 \leq \theta < 1 \) and the rate \( r \).

**Exercise 6.41.** Show that the rates \( \frac{1}{11}, \frac{2}{11}, \frac{4}{11} \) admit a regular sequence. Do the same for the rates \( \frac{1}{11}, \frac{2}{11}, \frac{3}{11} \) as well as for \( \frac{1}{11}, \frac{1}{11}, \frac{3}{11} \) and \( \frac{5}{11} \).

**Exercise 6.42.** Show that the Fraenkel’s Conjecture is vacuously true for \( \{ S(\alpha_i, (\delta - 1)\alpha_i) : 1 \leq i \leq n \} \) with \( \frac{3}{4} < \delta \leq 1 \) or \( 0 \leq \delta < \frac{1}{4} \).

**Exercise 6.43.** Show that for any \( \frac{1}{2} < \delta \leq \frac{3}{4} \) or \( \frac{1}{4} \leq \delta < \frac{1}{2} \) there is an \( m \) so that for any \( m \geq n \) the set \( \{ S(\alpha_i, (\delta - 1)\alpha_i) : 1 \leq i \leq n \} \) for \( \{ \alpha_1, \ldots, \alpha_n \} = \{ \frac{2n-1}{2^n} : i = 1, \ldots, n \} \) is not an exact covering.

**Exercise 6.44.** Find the 25-prefix of the Beatty sequence for \( \pi \) do the same for \( \sqrt{2} \).

**Exercise 6.45.** Consider admission into a D/D/1 queue with service times and interarrival times all deterministic. Assuming that the system is initially empty, derive the formula for the workload in the system immediately after the \( n \)th arrival. Prove that this formula defines multilinear function for any \( n \). This application comes from Altman et al. [65], see also [67], where it is motivated by quality of service in ATM networks that should guarantee a given Cell Loss Ratio for a session.

6.13 Comments and References

Theorem 6.1 was stated as a conjecture by Brauner and Crama [42]. It was proven by Kubiak [44], another proof using balanced words, see Chap. 9 for definition of balanced words, was given by Brauner et al. [68]. Lemma 6.12 was independently shown by Mirsky, Newman, Davenport, and Rado, see Newman [62]. Our proof is
based on the proofs in Wilf [69], and Altman et al. [7]. For more information on Fraenkel’s Conjecture see Tideman [5, 60]. Uspensky [63] shows Theorem 6.25.

The Fraenkel’s conjecture was proved by Morikawa [58, 59] for \( m = 3 \), and Altman et al. [7] for \( m = 4 \), and by Tijdeman [5] for \( m = 5 \) and \( m = 6 \). Simpson [61] proved that the conjecture vacuously holds if the highest rate \( r_n \) is at least \( \frac{2}{3} \), see Theorem 6.23. For Beatty sequences see Beatty [57], Stolarsky [70], and Tijdeman [60]. For some examples of Beatty sequences check [71].

Hajek defined multimodular functions in [6], and proved that regular sequences provide a lower bound for these functions. More on regular sequences and Sturmian words can be found in Chap. 2 by Berstel and Séebold [72]. Hajek went further showing the importance of multimodular functions and regular sequences to the problem of the expected queue size minimization in a system that admits customers to an exponential server according to a prespecified splitting sequence, see Sect. 6.10. Altman et al. in a couple of papers [65, 73] prove that the expected traveling time in a system with multiple subsystems, each being a stochastic event graph, controlled by an admission sequence that routs customers entering the system to its sub-systems is an increasing multimodular function. The function’s lower bound is obtained by assuming a regular admission sequence with a pre-specified asymptotic rate for each subsystem. The lower bound can be attained if the sequences do not overlap thus making an exact cover of \( \mathbb{N} \). Altman et al. [7] give a number of characteristics of rates that guarantee that their individual sequences do not overlap. More on the multimodular optimization and regular sequences can be found in Altman et al. [67].
Chapter 7
Response Time Variability

7.1 Introduction

Most modern systems share their resources between different jobs. The jobs define a certain amount of work to be done, for instance the file size to be transmitted to or from a server or the number of cars of a particular model to be produced on a mixed-model assembly line. To ensure fair sharing of common resources between different jobs, this work is divided into atomic tasks, for instance data blocks or cars. These tasks, in turn, are required to be evenly distributed so that the time distance between any two consecutive tasks of the same job is as constant as possible. The following are some real-live examples.

The Asynchronous Transfer Mode (ATM) networks divide each application (voice, large data file, video) into cells of fixed size so that the application can be preempted after each cell. Furthermore, isochronous applications, for instance voice and video, require an inter-cell distance in a cell stream to be as close to being a constant as possible. For instance, multimedia systems avoid presenting video frames either too early or too late to avoid jagged motion perceptions. These applications may also require the inter-cell distance not to exceed some pre-specified distance, see Han et al. [74] and Altman et al. [7].

On a mixed-model, just-in-time assembly line a sequences of different models to produce is sought where each model is distributed as “evenly” as possible but appears a given number of times to satisfy demand for different models. Consequently, shortages, on one hand, and excessive inventories, on the other, are reduced, see Monden [22] and Chap. 3.

Another application is stride scheduling, see Chap. 10 for details, where each client is first issued a number of tickets. The resources are then allocated to the clients in discrete time slices called quanta. The client to be allocated resources in next quantum is selected through a certain function of the number of its past allocations and the number of its tickets, Waldspurger and Weihl [13].
Herrmann [75] presents a waste collection problem in a health-care facility where the time between two consecutive visits to the same waste collection point should be kept as constant as possible.

These problems are often considered as distance-constrained scheduling problems, where the temporal distance between any two consecutive executions of a task is not longer than a pre-specified distance, Han et al. [74]. See also Chap. 8. Sometimes even a stronger condition is imposed that the temporal distance is equal to the pre-specified distance. For instance, Altman et al. [7] study the constant gap words, and Wei and Liu [76], and Anily et al. [77] consider the Periodic Machine Maintenance problem with equal distances between consecutive services of the same machine.

The distance-constrained model, however, suffers from a serious practical disadvantage which is that there may not be a feasible solution that respects the distance constraints and at the same time ensures that tasks are done at given rates. In this chapter, we propose the total response time variability metric instead to avoid the feasibility problem but at the same time to preserve the main idea of having any two consecutive tasks at a time distance which remains as constant as the existing resources and other competing jobs permit. The total response time variability is also proposed as a main metric of the stride schedule by Waldspurger and Weihl [13]. We formulate the Response Time Variability (RTV) problem as follows.

Given \( n \) positive integers \( d_1 \leq \cdots \leq d_n \), define \( D = \sum_{i=1}^{n} d_i \) and the rates \( r_i = \frac{d_i}{D} \) for \( i = 1, \ldots, n \). Consider a just-in-time sequence \( S = s_1 s_2 \ldots s_D \) of length \( D \) where \( i \) (a client, a model or a task; in this chapter we shall use the term model most often) occurs exactly \( d_i \) times. For any two consecutive occurrences (or copies) of \( i \) we define a distance \( \alpha \) between them as the number of positions that separate them plus 1. This distance is often referred to as the end-to-end distance between the two occurrences. Since \( i \) occurs exactly \( d_i \) times in \( S \), then there are exactly \( d_i \) distances \( \alpha_{i,1}^i, \ldots, \alpha_{i,d_i}^i \) for \( i \), where \( \alpha_{i,d_i}^i \) is the distance between the last and the first occurrence of \( i \) in \( S \). Obviously, the two are the same for \( d_i = 1 \). We shall assume that \( s_1 \) immediately follows \( s_D \). Since

\[
\alpha_{i,1}^i + \cdots + \alpha_{i,d_i}^i = D,
\]

then the average distance \( \overline{\alpha}_i \) between the \( i \)s in \( S \) equals

\[
\overline{\alpha}_i = \frac{D}{d_i} = \frac{1}{r_i},
\]

and it is the same for each feasible sequence \( S \). We define the response time variability for \( i \) as follows

\[
RTV_i = \sum_{1 \leq j \leq d_i} (\alpha_{i,j}^i - \overline{\alpha}_i)^2,
\]

and the total response time variability (RTV) as follows

\[
RTV = \sum_{i=1}^{n} RTV_i = \sum_{i=1}^{n} \sum_{1 \leq j \leq d_i} (\alpha_{i,j}^i - \overline{\alpha}_i)^2.
\]
Observe that the total response time variability is a weighted variance with the weight being equal to \(d_i\) for \(i\), that is

\[
RTV = \sum_{i=1}^{n} d_i Var_i,
\]

where \(Var_i = \frac{1}{d_i} \sum_{1 \leq j \leq d_i} (\alpha_i^j - \bar{\alpha}_i)^2\). By definition, \(RTV_i = Var_i = 0\) for any \(i\) with \(d_i = 1\).

The bottleneck metric (5.2) of Chap. 5 will be used as a secondary metric, with \(RTV\) being primary, and it will also be referred to as the Throughput Error (TE) in this chapter.

An input to the Response Time Variability problem is a list of \(n\) positive integers \(d_1 \leq \cdots \leq d_n\). Their compact, for instance binary, encoding requires \(O(\sum \log (d_i + 1))\) bits. Consequently, any algorithm, optimization or heuristic, for the problem that runs in time polynomial in \(D\) cannot be deemed polynomial with respect to the compact encoding of the input. Such algorithm polynomial with respect to the compact encoding of the input does not even exist if, as we assume in this chapter, a solution to the Response Time Variability problem is a sequence (or a word) over the alphabet made up of \(n\) different symbols, where model \(i\) occurs exactly \(d_i\) times. Obviously, producing any such sequence will take at least \(D\) steps. This assumption appears justified for, to our knowledge, there is in general no compact encoding of solutions (outputs) to the Response Time Variability problem that would limit their sizes by a polynomial of the compact input size. However, we show such a compact scheme in a special case of \(n = 2\) in Sect. 7.2.3. We refer the reader to Grigoriev [33], and Brauner et al. [78] for a comprehensive discussion of the class of high multiplicity scheduling problems of which the Response Time Variability problem is a member.

The plan for the reminder of the chapter is as follows. Section 7.2 studies the optimization and the computational complexity of the Response Time Variability problem. It first introduces the number decomposition graphs as a useful tool for the analysis of the total response time variability. It then shows an optimization algorithm for the two model case. The algorithm minimizes both the total response time variability and the bottleneck at the same time. Next, the section shows a dynamic programming algorithm to prove polynomial in \(D\) solvability for a fixed number of models. Finally, the section proves that the problem is NP-hard. Section 7.3 presents a simple position exchange heuristic that exchanges positions of model copies in a sequence as long as the exchanges lead to a reduction in the value of \(RTV\). The sequences subjected to this exchange heuristic are generated by various procedures: the bottleneck that solves the bottleneck minimization problem, the insertion based on a solution to the two model case, the Webster’s and Jefferson’s based on the well known parametric methods of the apportionment. Sections 7.4 and 7.5 present mathematical programming optimization algorithms for the Response Time Variability problem.
7.2 Optimization and Complexity

7.2.1 Number Decomposition Graphs and Response Time Variability

For \( i \) with \( d_i \geq 2 \), consider a vector \( \alpha = (\alpha_1, \ldots, \alpha_{d_i}) \) of \( d_i \) positive integers that sum up to \( D \). Without loss of generality we assume that the coordinates of \( \alpha \) are ordered in descending order, that is \( \alpha_1 \geq \cdots \geq \alpha_{d_i} \). Any vector \( \alpha \) that meets the above conditions will be referred to as the decomposition vector of \( D \) into \( d_i \) components. Now, let us define a unit exchange operation on the decomposition vector \( \alpha \) as follows. Consider two components \( \alpha_j \) and \( \alpha_k \), \( j < k \), of \( \alpha \). Replace \( \alpha_j \) by \( \alpha_j + 1 \) and \( \alpha_k \) by \( \alpha_k - 1 \) and keep all other components of \( \alpha \) unchanged. The new components, after possible ordering them, define another decomposition vector \( \beta \). For instance, adding 1 to the second component and subtracting 1 from the third component of the vector \( \alpha = (6, 6, 5) \) leads to the vector \( \beta = (7, 6, 4) \). Let us consider a weighted directed graph \( D_i \) referred to as the number decomposition graph for \( d_i \). This graph’s set of nodes \( V_i \) includes all decomposition vectors of \( D \) into \( d_i \) components, and its set of arcs \( A_i \) includes all pairs of decomposition vectors \( (\alpha, \beta) \) such that \( \beta \) is obtained from \( \alpha \) by a single unit exchange between \( \alpha_j \) and \( \alpha_k \), for some \( j < k \), (and possible permutation of the resulting components to keep them in descending order). The weight of the arc \( (\alpha, \beta) \) is defined as

\[
2(\alpha_j - \alpha_k + 1).
\]

We have the following straightforward properties of \( D_i \).

**Lemma 7.1.** The following properties hold for \( D_i \):

- The graph \( D_i \) is acyclic with a single node without predecessors, called a top node, \( N_i \), and a single node without successors, \( M_i \).
- \( N_i = (\lceil \frac{D}{d_i} \rceil, \ldots, \lceil \frac{D}{d_i} \rceil, \lfloor \frac{D}{d_i} \rfloor, \ldots, \lfloor \frac{D}{d_i} \rfloor) \).
- \( M_i = (D - d_i + 1, 1, \ldots, 1) \).

**Proof.** If \( (\alpha, \beta) \in A_i \), then

\[
\sum_{i=1}^{n} \alpha_i^2 < \sum_{i=1}^{n} \beta_i^2.
\]

Therefore, \( D_i \) must be acyclic. The node \( N_i \) has in-degree 0. Otherwise, there would be a node \( \alpha \) in \( D_i \) such that \( (\alpha, N_i) \in A_i \). Then, there would be two components \( \alpha_j \) and \( \alpha_k \), \( j < k \), of \( \alpha \) that would become some components \( \alpha_j + 1 \) and \( \alpha_k - 1 \) of \( N_i \). Then, \( \alpha_j + 1 \) must be either \( \lfloor \frac{D}{d_i} \rfloor \) or \( \lceil \frac{D}{d_i} \rceil \). Consequently, \( \alpha_j \) must be either \( \lfloor \frac{D}{d_i} \rfloor - 1 \) or \( \lceil \frac{D}{d_i} \rceil - 1 \). However, \( \alpha_k - 1 \leq \lfloor \frac{D}{d_i} \rfloor - 2 \leq \lfloor \frac{D}{d_i} \rfloor - 1 \), and thus \( \alpha_k - 1 \) cannot
be a component of $\mathcal{N}_i$. No other node has in-degree 0 since it can be shown that there is a path from $\mathcal{N}_i$ to any other node in $\mathcal{D}_i$. Finally, by definition the only node with out-degree 0 is the one that has the last $d_i$ components all equal 1. Otherwise a unit exchange from this node would be possible. Moreover, since all components of any node must sum up to $d_i$, there is only one such a node, namely $\mathcal{M}_i$. \hfill \Box

Figure 7.1 presents the number decomposition graph for $D = 16$ and $d_i = 3$. Consider $\mathcal{N}_i$ and another node $\alpha$ in $\mathcal{D}_i$. The weight of a directed path from $\mathcal{N}_i$ to $\alpha$ is the sum of all the weights along the path. Also, let

$$RTV_i(\alpha) = \sum_{j=1}^{d_i} \left( \alpha_j - \frac{D}{d_i} \right)^2$$

for $\alpha$. We have the following lemma.

**Lemma 7.2.** For any node $\alpha$ in $\mathcal{D}_i$, we have

$$RTV_i(\alpha) = RTV_i(\mathcal{N}_i) + w_i(p),$$

where $p$ is a path from $\mathcal{N}_i$ to $\alpha$ and $w_i(p)$ is its total weight.

**Proof.** The proof is by induction on the number of arcs $a$ along a path connecting $\mathcal{N}_i$ and $\alpha$ in $\mathcal{D}_i$. The proof is obvious for $a = 0$ since then $\alpha = \mathcal{N}_i$. Suppose the lemma holds for $a \geq 0$. We show that then it holds for $a + 1$ as well. Let $p = (\alpha^0 = \mathcal{N}_i, \ldots, \alpha^{a+1} = \alpha)$ be a path of $a + 1$ arcs connecting $\mathcal{N}_i$ and $\alpha$. Then, by the inductive assumption
\[ RTV_i(\alpha^a) = RTV_i(N_i) + w_i(p'), \]

where \( p' \) is \( p \) without the last node \( \alpha^{a+1} \). By definition of \( RTV_i(\alpha^a) \)

\[
RTV_i(\alpha^{a+1}) = \sum_{i=1}^{d_i} \left( \alpha^{a+1}_i - \frac{D}{d_i} \right)^2
= \sum_{i=1}^{d_i} \left( \alpha^a_i - \frac{D}{d_i} \right)^2 - \left( \alpha^a_j - \frac{D}{d_i} \right)^2 - \left( \alpha^a_k - \frac{D}{d_i} \right)^2
+ \left( \alpha^a_j + 1 - \frac{D}{d_i} \right)^2 + \left( \alpha^a_k - 1 - \frac{D}{d_i} \right)^2
= RTV_i(\alpha^a) + 2(\alpha^a_j - \alpha^a_k + 1).
\]

Consequently,

\[
RTV_i(\alpha^{a+1}) = RTV_i(N_i) + w_i(p') + 2(\alpha^a_j - \alpha^a_k + 1) = RTV_i(N_i) + w_i(p),
\]

since by definition \( 2(\alpha^a_j - \alpha^a_k + 1) \) is the weight on the arc \( (\alpha^a, \alpha^{a+1}) \). This ends the induction and proves

\[ RTV_i(\alpha) = RTV_i(N_i) + w_i(p). \]

\( \Box \)

Notice that the equation in Lemma 7.2 is independent of the choice of path \( p \) for in this equation both \( RTV_i(\alpha) \) and \( RTV_i(N_i) \) are constants. Thus, we immediately derive the following result.

**Lemma 7.3.** For any node \( \alpha \) in \( D_i \), all directed paths from \( N_i \) to \( \alpha \) have the same weight.

By Lemma 7.3 the weight of any \( (N_i, \alpha) \)-path in \( D_i \) depends only on \( \alpha \). Therefore, we denote the weight of any such path by \( w_i(\alpha) \). The following lemma links the decomposition graphs and the total response time variability.

**Lemma 7.4.** Let \( S \) be a solution to the Response Time Variability problem with its value equal to \( RTV \). Then there are nodes \( \alpha^1, \ldots, \alpha^n \) in the decomposition graphs \( D_1, \ldots, D_n \) respectively, such that

\[ RTV = \sum_{i=1}^{n} w_i(\alpha^i) + \sum_{i=1}^{n} RTV_i(N_i), \]

where

\[ RTV_i(N_i) = (D \mod d_i) \left( \left\lfloor \frac{D}{d_i} \right\rfloor - \frac{D}{d_i} \right)^2 + (d_i - D \mod d_i) \left( \left\lceil \frac{D}{d_i} \right\rceil - \frac{D}{d_i} \right)^2 \] \hspace{1cm} (7.2)

for \( i = 1, \ldots, n \).

**Proof.** Follows from Lemma 7.2. \( \Box \)
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7.2.2 Lower Bounds on Response Time Variability

The following theorem shows that the total response time variability can be 0 only if at least two demands are equal.

**Theorem 7.5.** If \( d_1 < \ldots < d_n \) for \( n > 1 \), then \( RTV > 0 \).

**Proof.** If \( d_i \nmid D \) for some \( i \), then the theorem holds since the average distance for \( i \) equal \( D \) is not integer and all response times are integer. Otherwise, \( d_i \mid D \) for each \( i \). By contradiction, if \( RTV = 0 \), then for each \( i \) all response times are equal the average response time \( \frac{D}{d_i} \). Consequently, there are non-negative integers \( a_1, \ldots, a_n \) such that \((a_1, \frac{D}{d_1}), \ldots, (a_n, \frac{D}{d_n})\) is an exact covering sequence. However, by Lemma 6.12, then \( \frac{D}{d_1} = \frac{D}{d_2} \) and consequently \( d_1 = d_2 \), which leads to a contradiction. This proves the theorem. \( \Box \)

The rates for which it is possible to build a regular sequence for each model that does not overlap with any other model’s regular sequence would attain the lower bound of the total response time variability given in (7.2). These sequences would make up an optimal solution to the Response Time Variability problem. We have the following theorem.

**Theorem 7.6.** If for the rates \( r_i = \frac{d_i}{D}, i = 1, \ldots, n \), the problem (6.30) has an affirmative answer then the instance \((d_1, \ldots, d_n)\) of the Response Time Variability problem attains the value

\[
RTV = \sum_{i=1}^{n} RTV_i(N_i)
\]

for the optimal solution which is the exact cover in the problem (6.30).

**Proof.** The affirmative answer to the problem (6.30) implies that there are phases \( \theta_1, \ldots, \theta_n \) such that the sets

\[
S_i = \left\{ \left\lfloor \frac{j}{r_i} - \frac{\theta_i}{r_i} \right\rfloor : j \in \mathbb{N} \right\}
\]

for \( i = 1, \ldots, n \) make up an exact cover of \( \mathbb{N} \), that is each integer is in exactly one set \( S_i \). For each \( i \) we have

\[
\left\lfloor \frac{1}{r_i} \right\rfloor \leq \left\lfloor \frac{j+1}{r_i} - \frac{\theta_i}{r_i} \right\rfloor - \left\lfloor \frac{j}{r_i} - \frac{\theta_i}{r_i} \right\rfloor \leq \left\lfloor \frac{1}{r_i} \right\rfloor \quad (7.3)
\]

see Exercise (6.40) which means that the consecutive copies of \( i \) are either at the distance \( \left\lfloor \frac{1}{r_i} \right\rfloor \) or \( \left\lfloor \frac{1}{r_i} \right\rfloor \). Moreover, the copy \( j = d_i \) is in a position

\[
\left\lfloor D - \frac{\theta_i}{r_i} \right\rfloor \leq D
\]
for \( i = 1, \ldots, n \). Thus, there are at least \( d_i \) copies of \( i \) in the first \( D \) positions and since 
\[ D = \sum_{i=1}^{n} d_i \]  
there must be exactly \( d_i \) copies of \( i \) in the first \( D \) positions. Therefore, 
the first \( D \) positions make up a just-in-time sequence and by (7.3) 
\[ RTV_i = RTV_i(N_i) \]
for \( i = 1, \ldots, n \). Thus the theorem holds.  \( \square \)

The opposite claim does not hold, that is there may be just-in-time sequences 
with their total response time variability equal the lower bound \( \sum_{i=1}^{n} RTV_i(N_i) \) yet 
not regular for all models. An example is the following optimal just-in-time se-
quence for \( d_1 = 5 \) and \( d_2 = 12 \)
\[ 122212221221222122 \]

with \( N_1 = (4,4,3,3,3) \) and \( N_2 = (2,2,2,2,1,1,1,1,1,1,1) \). The sequence is not 
a balanced word, see Sect. 9.8 for definition, since its two factors 
\[ 222122 \] (7.4)  
and  
\[ 1221221 \] (7.5)
of length 7 each differ on model 2 by more than 1. That is model 2 occurs six times 
in the former and four times in the latter. Thus, the sequence must not be regular on 
at least one model, see Altman et al. [7].

### 7.2.3 Two Model Case

This section considers the two model case, \( n = 2 \). It shows a solution that minimizes 
both the total response time variability and the bottleneck at the same time, which 
usually is impossible for more than two models. Prior to giving the details of the so-
lution we point out that the sequence minimizing the total response time variability 
for two models is quite straightforward to obtain as follows. Let \( d_1 < d_2 \). We omit 
the case \( d_1 = d_2 \) since it is trivial. It follows from Lemma 7.4 that if one can find a 
solution with 
\[ RTV = RTV_1(N_1) + RTV_2(N_2), \]
where 
\[ RTV_i(N_i) = (D \mod d_i) \left( \left\lfloor \frac{D}{d_i} \right\rfloor - \frac{D}{d_i} \right)^2 + (d_i - D \mod d_i) \left( \left\lfloor \frac{D}{d_i} \right\rfloor - \frac{D}{d_i} \right)^2 \]
for \( i = 1, 2 \), then this solution minimizes the total response time variability. Such 
a solution is always possible, however, since \( \left\lfloor \frac{D}{d_1} \right\rfloor \geq 2 \) and \( 2 > \frac{D}{d_2} > 1 \). Namely,
consider a sequence that begins with 1 and that has each next copy of 1 at either a distance $\lceil \frac{D}{d_1} \rceil$ or a distance $\lfloor \frac{D}{d_1} \rfloor$ from the last one. The number of times the distances $\lceil \frac{D}{d_1} \rceil$ and $\lfloor \frac{D}{d_1} \rfloor$ need to be used in this sequence are $(D \mod d_1)$ and $(d_1 - D \mod d_1)$ respectively. The sequence separates any two consecutive empty positions by at most one position with a copy of 1. The empty positions can then be filled in with the copies of 2 to ensure the desired distances, either 2 or 1, for this model. The distances 2 and 1 must occur exactly $(D \mod d_2)$ and $(d_2 - D \mod d_2)$ times respectively in the sequence, otherwise their total would not be $D$. The result is a sequence that minimizes RTV which may not, however, minimize $TE$ at the same time. Therefore, we now present another solution that minimizes both RTV and TE simultaneously. We assume that $\gcd\{d_1, d_2\} = 1$. Otherwise, the optimal solution for $\frac{d_1}{g}$ and $\frac{d_2}{g}$ can be repeated $g = \gcd\{d_1, d_2\}$ times resulting into an optimal solution with respect to both metrics for the original instance with demands $d_1$ and $d_2$.

We show in Lemmas 7.7–7.9 that the solutions defined in Lemmas 5.14 and 5.16 are optimal for the Response Time Variability problem. We refer to these solutions as the solutions based on ideal positions. To that end, we prove that the distance between any two consecutive copies of 1 equals either $\lceil \frac{D}{d_1} \rceil$ or $\lfloor \frac{D}{d_1} \rfloor$ and for 2 equals either $\lfloor \frac{D}{d_2} \rfloor$ or $\lceil \frac{D}{d_2} \rceil$. With definitions of $a_j$ for $j = 1, \ldots, d_1$ and $b_k$ for $k = 1, \ldots, d_2$ as in Lemma 5.13, that is $a_j = \frac{2j-1}{2r_1}$ for $j = 1, \ldots, d_1$ and $b_k = \frac{2k-1}{2r_2}$ for $k = 1, \ldots, d_2$ we have the following results.

**Lemma 7.7.** We have $\lfloor \frac{D}{d_1} \rfloor \leq \lfloor a_{j+1} \rfloor - \lfloor a_j \rfloor \leq \lceil \frac{D}{d_1} \rceil$ for $j = 1, \ldots, d_1 - 1$ and $\lceil \frac{D}{d_2} \rceil \leq \lfloor b_{j+1} \rfloor - \lfloor b_j \rfloor \leq \lfloor \frac{D}{d_2} \rfloor$ for $j = 1, \ldots, d_2 - 1$.

**Proof.** We have,

$$\frac{D}{d_1} - 1 = a_{j+1} - a_j - 1 \leq \lfloor a_{j+1} \rfloor - \lfloor a_j \rfloor \leq a_{j+1} - a_j + 1 = \frac{D}{d_1} + 1.$$ 

Since $\frac{D}{d_1}$ is not an integer and $\lfloor a_{j+1} \rfloor - \lfloor a_j \rfloor$ is an integer, then

$$\lfloor \frac{D}{d_1} \rfloor \leq \lfloor a_{j+1} \rfloor - \lfloor a_j \rfloor \leq \lceil \frac{D}{d_1} \rceil.$$ 

The proof for model 2 is similar and thus will be omitted. $\Box$

**Lemma 7.8.** We have $\lfloor \frac{D}{d_1} \rfloor \leq D - \lfloor a_{d_1} \rfloor + \lfloor a_1 \rfloor \leq \lceil \frac{D}{d_1} \rceil$ and $\lceil \frac{D}{d_2} \rceil \leq D - \lfloor b_{d_2} \rfloor + \lfloor b_1 \rfloor \leq \lfloor \frac{D}{d_2} \rfloor$.

**Proof.** We have $a_{d_1} = D - \frac{D}{2d_1}$, $a_1 = \frac{D}{2d_1}$ and consequently

$$\frac{D}{d_1} - 1 = D - a_{d_1} + a_1 - 1 \leq D - \lfloor a_{d_1} \rfloor + \lfloor a_1 \rfloor \leq D - a_{d_1} + a_1 + 1 = \frac{D}{d_1} + 1.$$ 

Since $\frac{D}{d_1}$ is not an integer and $D + \lfloor a_{d_1} \rfloor - \lfloor a_1 \rfloor$ is an integer, then
\[
\left\lfloor \frac{D}{d_1} \right\rfloor \leq D - \left\lfloor a_{d_1} \right\rfloor + \left\lfloor a_1 \right\rfloor \leq \left\lceil \frac{D}{d_1} \right\rceil.
\]

The proof for model 2 is similar and thus will be omitted. □

**Lemma 7.9.** For \( d_1 \) and \( d_2 \) odd, we have

\[
b_{\frac{d_2+1}{2}} + 1 - \left\lfloor b_{\frac{d_2+1}{2}} \right\rfloor = \left\lfloor \frac{D}{d_2} \right\rfloor
\]

and

\[
\left\lfloor b_{\frac{d_2+1}{2}} \right\rfloor - b_{\frac{d_2+1}{2}} - 1 = \left\lceil \frac{D}{d_2} \right\rceil.
\]

**Proof.** For \( d_1 \) and \( d_2 \) odd, we have \( b_{\frac{d_2+1}{2}} = \frac{D}{d_2} \), which is an integer. Consequently,

\[
\frac{D}{d_2} = b_{\frac{d_2+1}{2}} - b_{\frac{d_2+1}{2}} - 1 \leq b_{\frac{d_2+1}{2}} + 1 - \left\lfloor b_{\frac{d_2+1}{2}} - 1 \right\rfloor \leq b_{\frac{d_2+1}{2}} + 1 - b_{\frac{d_2+1}{2}} - 1 = \frac{D}{d_2} + 1.
\]

Since \( \frac{D}{d_2} \) is not an integer and \( b_{\frac{d_2+1}{2}} + 1 - \left\lfloor b_{\frac{d_2+1}{2}} - 1 \right\rfloor \) is an integer, then the first equality holds. Furthermore,

\[
\frac{D}{d_2} - 1 = b_{\frac{d_2+1}{2}} + 1 - b_{\frac{d_2+1}{2}} - 1 \leq \left\lceil b_{\frac{d_2+1}{2}} + 1 \right\rceil - b_{\frac{d_2+1}{2}} + 1 - \left\lfloor b_{\frac{d_2+1}{2}} + 1 \right\rfloor - b_{\frac{d_2+1}{2}} + 1 = \frac{D}{d_2}.
\]

Since \( \left\lceil b_{\frac{d_2+1}{2}} + 1 \right\rceil - b_{\frac{d_2+1}{2}} - 1 \) is an integer, then the second inequality also holds. This proves the lemma. □

We can now conclude with the following theorem.

**Theorem 7.10.** For \( n = 2 \), the solutions based on ideal positions minimize the total response time variability.

**Proof.** Follows immediately from Lemmas 7.4, 7.7, 7.8, and 7.9 □

By Lemmas 5.14 and 5.16, the position of each copy of either model in the optimal just-in-time sequence can be computed in time polynomial in \( O(\log(d_1 + 1) + \log(d_2 + 1)) \), that is, polynomial in the input size. So it can be the value of \( RTV \) of the optimal solution by Lemma 7.4.

We close this section by showing that the solution based on ideal positions minimizes bottleneck as well.

**Theorem 7.11.** For \( n = 2 \), the solutions based on ideal positions minimize bottleneck.

**Proof.** It suffices to notice that if both demands are odd, then all copies are in their ideal positions, except for copy \( \frac{d_2+1}{2} \) of model 2 which is in position \( \frac{D}{2} + 1 \) whereas its ideal position is \( \frac{D}{2} \). This, however, does not change the deviation for the copy, which is \( \frac{1}{2} \) in either position. Consequently, the maximum deviation equals \( \frac{1}{2} \) which is optimal for both demands being odd. Therefore, the solutions based on ideal positions minimize maximum deviation. □
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7.2.4 Fixed Number of Models

This section shows a straightforward dynamic program for the Response Time Variability problem. This program is similar to the algorithm of Anily et al. [77] for the Periodic Scheduling Maintenance problem, see Sect. 7.2.5 for the problem definition, with the difference that in the RTV problem one has to maintain also the required number of model copies.

The program proves that the problem can be solved in time polynomial in $D$ for any fixed number of models, and thus complements our other results concerning its complexity. However, the program is not intended as a practical alternative for efficiently solving the problem.

The state of the dynamic program is represented by a quadruple $\langle f, \ell, q, d \rangle$. The $f$ is an $n$ dimensional vector $f = (f_1, \ldots, f_n)$, where $f_i = 0, 1, \ldots, D - d_i + 1$ for $i = 1, \ldots, n$ represents the position of the first copy of $i$. The $\ell$ is an $n$ dimensional vector $\ell = (\ell_1, \ldots, \ell_n)$, where $\ell_i = 0, d_i + 1, \ldots, D$ for $i = 1, \ldots, n$ represents the position of the last copy of $i$ in the sequence of length $d$. The $q$ is an $n$ dimensional vector $q = (q_1, \ldots, q_n)$. It represents the number of copies that remain to be sequenced, $q_i = 0, \ldots, d_i$. Finally, $d$ is the length of the current sequence, $d = 0, \ldots, D$. Initially, $f = \ell = 0, q = (d_1, \ldots, d_n)$, and $d = 0$. A final state is any state with $q = 0$ and $d = D$.

There is a weighted arc from a non-final state $\langle f, \ell, q, d \rangle$ to a state $\langle f', \ell', q', d' \rangle$ if and only if there is an $i$ such that $q_i' = q_i - 1 \geq 0$, $d' = d + 1$, $\ell_i' = \ell_i$. Furthermore, if $f_i = 0$, then $f_i' = d_i$. The weight for the arc is calculated as follows for $d_i \geq 2$,

$$
\ell_{\langle f, \ell, q, d \rangle \langle f', \ell', q', d' \rangle} = \begin{cases} 
0, & q_i = d_i; \\
(d' - \ell_i - \frac{D}{d_i})^2, & d_i - 1 \geq q_i > 1; \\
(d' - \ell_i - \frac{D}{d_i})^2 + (D - d' + f_i - \frac{D}{d_i})^2, & q_i = 1
\end{cases}
$$

and it is equal to 0 for $d_i = 1$. Finally, we connect all final states to a dummy state referred to as the destination. All arcs to the destination have weight 0. The shortest path, more precisely the lightest path, between the initial state and the destination obviously defines an optimal solution to the Response Time Variability problem. This path can be found in time which is polynomial in the number of nodes, which is of $O(D^{3n+1})$, therefore the complexity is polynomial in $D$ for a fixed number of products $n$.

7.2.5 Complexity

We now show that the Response Time Variability problem is NP-hard. The reduction is from the Periodic Maintenance Scheduling problem (PMSP) shown NP-complete by Bar-Noy et al. [79], and motivated by the maintenance problem of Wei and Liu [76], and Anily et al. [77]. The Periodic Maintenance Scheduling problem is defined as follows.

This section shows a straightforward dynamic program for the Response Time Variability problem. This program is similar to the algorithm of Anily et al. [77] for the Periodic Scheduling Maintenance problem, see Sect. 7.2.5 for the problem definition, with the difference that in the RTV problem one has to maintain also the required number of model copies.

The program proves that the problem can be solved in time polynomial in $D$ for any fixed number of models, and thus complements our other results concerning its complexity. However, the program is not intended as a practical alternative for efficiently solving the problem.

The state of the dynamic program is represented by a quadruple $\langle f, \ell, q, d \rangle$. The $f$ is an $n$ dimensional vector $f = (f_1, \ldots, f_n)$, where $f_i = 0, 1, \ldots, D - d_i + 1$ for $i = 1, \ldots, n$ represents the position of the first copy of $i$. The $\ell$ is an $n$ dimensional vector $\ell = (\ell_1, \ldots, \ell_n)$, where $\ell_i = 0, d_i + 1, \ldots, D$ for $i = 1, \ldots, n$ represents the position of the last copy of $i$ in the sequence of length $d$. The $q$ is an $n$ dimensional vector $q = (q_1, \ldots, q_n)$. It represents the number of copies that remain to be sequenced, $q_i = 0, \ldots, d_i$. Finally, $d$ is the length of the current sequence, $d = 0, \ldots, D$. Initially, $f = \ell = 0, q = (d_1, \ldots, d_n)$, and $d = 0$. A final state is any state with $q = 0$ and $d = D$.

There is a weighted arc from a non-final state $\langle f, \ell, q, d \rangle$ to a state $\langle f', \ell', q', d' \rangle$ if and only if there is an $i$ such that $q_i' = q_i - 1 \geq 0$, $d' = d + 1$, $\ell_i' = \ell_i$. Furthermore, if $f_i = 0$, then $f_i' = d_i$. The weight for the arc is calculated as follows for $d_i \geq 2$,

$$
\ell_{\langle f, \ell, q, d \rangle \langle f', \ell', q', d' \rangle} = \begin{cases} 
0, & q_i = d_i; \\
(d' - \ell_i - \frac{D}{d_i})^2, & d_i - 1 \geq q_i > 1; \\
(d' - \ell_i - \frac{D}{d_i})^2 + (D - d' + f_i - \frac{D}{d_i})^2, & q_i = 1
\end{cases}
$$

and it is equal to 0 for $d_i = 1$. Finally, we connect all final states to a dummy state referred to as the destination. All arcs to the destination have weight 0. The shortest path, more precisely the lightest path, between the initial state and the destination obviously defines an optimal solution to the Response Time Variability problem. This path can be found in time which is polynomial in the number of nodes, which is of $O(D^{3n+1})$, therefore the complexity is polynomial in $D$ for a fixed number of products $n$. 

We now show that the Response Time Variability problem is NP-hard. The reduction is from the Periodic Maintenance Scheduling problem (PMSP) shown NP-complete by Bar-Noy et al. [79], and motivated by the maintenance problem of Wei and Liu [76], and Anily et al. [77]. The Periodic Maintenance Scheduling problem is defined as follows.
Given $m$ machines and integer service intervals $\ell_1, \ell_2, \ldots, \ell_m$ such that $\sum \frac{1}{\ell_i} < 1$. Does there exist a servicing schedule (or a servicing cycle) $s_1 \ldots s_L$, where $L = \text{lcm}(\ell_1, \ell_2, \ldots, \ell_m)$ is the least common multiple of $\ell_1, \ell_2, \ldots, \ell_m$, of these machines in which the end-to-end distance between any two consecutive servicing of machine $i$ is exactly $\ell_i$, no more than one machine is serviced in a single time slot, and it takes a single time slot to perform servicing of any machine? The distance between the last and the first servicing of machine $i$ in the cycle, if any exists, is also $\ell_i$. The Periodic Maintenance Scheduling problem has been shown NP-complete by Bar-Noy et al. [79]. Their proof shows that the Periodic Maintenance Scheduling problem is NP-complete in the ordinary sense since the magnitude of distances $\ell_i$ used in the transformation from the graph coloring problem is not necessarily bounded by any polynomial of the graph size. Thus the transformation of Bar-Noy et al. [79] is not pseudo-polynomial. However, a careful selection of an initial graph coloring problem in their transformation would ensure that the magnitude of the distances remains bounded by a polynomial of the graph size thus ensuring pseudo-polynomial transformation and consequently strong NP-completeness of the Periodic Maintenance Scheduling problem. We shall give details of this new transformation here. We begin with the following lemma.

**Lemma 7.12.** The initial positions $v_1, \ldots, v_m$ of a servicing cycle are feasible for the PMSP instance if and only if $v_i - v_j \neq 0 \pmod{\gcd(\ell_i, \ell_j)}$ for any pair $i \neq j$.

**Proof.** For any pair $i \neq j$ the numbers

$$\frac{\ell_i}{\gcd(\ell_i, \ell_j)} \quad \text{and} \quad \frac{\ell_j}{\gcd(\ell_i, \ell_j)}$$

are relatively prime. Thus, there are integers $x$ and $y$ that solve the following linear Diophantine equation, see Le Veque [80],

$$\frac{\ell_i}{\gcd(\ell_i, \ell_j)} x + \frac{\ell_j}{\gcd(\ell_i, \ell_j)} y = 1,$$

or equivalently the equation

$$x\ell_i + y\ell_j = \gcd(\ell_i, \ell_j).$$

If $v_i - v_j = 0 \pmod{\gcd(\ell_i, \ell_j)}$ for some pair $i \neq j$, then $v_i - v_j = q \gcd(\ell_i, \ell_j)$ for some integer $q$. Therefore, there are integers $x' = -xq$ and $y' = yq$ such that

$$y' \ell_j - x' \ell_i = v_i - v_j,$$

and consequently

$$y' \ell_j + v_j = x' \ell_i + v_i$$

and thus the machines $i$ and $j$ are scheduled for maintenance at the same time $y' \ell_j + v_j$. Hence $v_1, \ldots, v_m$ are not feasible.
Now let us assume that $v_1, \ldots, v_m$ are infeasible. Then, there are $i \neq j$ such that machines $i$ and $j$ are scheduled for maintenance at the same time

$$t = x\ell_i + v_i = y\ell_j + v_j,$$

for some integers $x$ and $y$. Then, however

$$v_i - v_j \pmod{\gcd(\ell_i, \ell_j)} = y\ell_j - x\ell_i \pmod{\gcd(\ell_i, \ell_j)} = 0$$

which proves the lemma.

The following restricted graph coloring problem will be used in the transformation.

**Theorem 7.13.** The following restricted graph coloring problem remains NP complete in the strong sense: Given $n$-node graph $G$ with each node degree being at least $n - 7$ and at most $n - 3$. Can the nodes of $G$ be colored with $k$ colors?

**Proof.** The Exact Cover by 3-Sets problem remains NP-complete in the strong sense if no element occurs in more than three subsets, see Garey and Johnson [81]. Therefore, the transformation from the Exact Cover by 3-Sets problem to the Partition into Triangles problem given in the Garey and Johnson’s book [81] on pages 68 and 69 builds a graph which is $K_4$-free ($K_4$-free graph contains no clique of size 4), has a maximum node-degree equal 6, a minimum node-degree equal 2, and the number of nodes being a multiple of 3. Therefore, the Partition into Triangles remains NP-complete for the class of graphs a member of which has just been defined. Let $G$ be any graph of this class with $n$-nodes. Consider a complement $\overline{G}$ of $G$. We have a minimum node-degree equal $n - 7$, and a maximum node-degree equal $n - 3$ in $\overline{G}$. We are asking for $k = \frac{n}{3}$ coloring of the complement $\overline{G}$. The transformation just described is polynomial. Moreover, if the sets $T_1, \ldots, T_{\frac{n}{3}}$ make up the partition of $G$ into triangles, then we color all nodes in $T_i$ of $\overline{G}$ with color $i$. Thus, we get $\frac{n}{3}$-coloring of $\overline{G}$ since the nodes in $T_i$ make up an independent set in $\overline{G}$. On the other hand, let there be a $k$-coloring, $k \leq \frac{n}{3}$, of $\overline{G}$. Let $C_1, \ldots, C_k$ be the sets of nodes colored with colors 1, \ldots, $k$ respectively. Then, no set has more than three nodes, otherwise $G$ would not be $K_4$-free. Therefore, each set has exactly three nodes, and $k = \frac{n}{3}$. Thus, $C_1, \ldots, C_{\frac{n}{3}}$ are triangles in $G$ and they make up the required partition into triangles. This shows that the $k$-coloring of $\overline{G}$ is NP-complete in the strong sense, which proves the theorem.

We are now ready to prove.

**Theorem 7.14.** The Periodic Maintenance Scheduling problem is NP complete in the strong sense.

**Proof.** Lemma 7.12 shows how to verify if the initial positions $v_1, \ldots, v_m$ are feasible for the PMSP instance in polynomial time. Thus, the PMSP is in NP. Now, consider the restricted graph coloring problem defined in Theorem 7.13. We show a pseudopolynomial transformation form this graph coloring problem to the PMSP
thus proving that the latter is \( NP \) complete in the strong sense. Let graph \( G \) with \( n \) nodes and \( k \) make up an instance of the restricted graph coloring problem. Let \( K_n \) be an \( n \)-node clique such that its edges in \( G \) are painted red and those in \( \overline{G} \) are painted white. Since the node-degree in \( G \) is at least \( n - 7 \), the number of white-painted edges incident with a given node in \( K_n \) is at most 6. Thus, the number of white-painted edges in \( K_n \) is at most \( 3n \). Let us assign a distinct prime number greater than \( n \) to each white-painted edge of \( K_n \). Since the number \( \pi(x) \) of prime numbers not exceeding \( x \geq 2 \) satisfies the following inequality, see Le Veque [80]

\[
\frac{7}{8} \frac{x}{\log x} < \pi(x),
\]

then by taking

\[
x = 16n^2
\]

we get

\[
4n < \pi(16n^2)
\]

and thus we can generate the required number of distinct primes greater than \( n \) in time which is polynomial in \( n \). The prime numbers do not exceed \( 16n^2 \). Since the node degree in \( G \) is at most \( n - 3 \), then the number of white-painted edges incident with a given node is at least 2. Now define a weight of a node in \( K_n \) to be the product of all prime numbers assigned to the white-painted edges incident with the node times \( k \).

We are now ready to define the instance of the PMPS problem as follows. There are \( n \) machines in this instance, each corresponding to a node of the \( K_n \) graph. The \( \ell_i \) for machine \( i \) equals the weight of node \( i \). We have

\[
\sum_{i=1}^{n} \frac{1}{\ell_i} < 1
\]

since \( \ell_i > n \). Clearly, the magnitude of \( \ell_i \) is bounded by \( k(16n^2)^6 \). Consequently, the transformation is pseudopolynomial.

We make the following observation

\[
gcd(\ell_i, \ell_j) = \begin{cases} 
  k & \text{if the edge } (i,j) \text{ of } K_n \text{ is red-painted} \\
  pk & \text{if the edge } (i,j) \text{ of } K_n \text{ is white-painted with weight } p.
\end{cases} \tag{7.6}
\]

We now show that if \( G \) is \( k \)-colorable, then there exists a feasible maintenance service for the PMPS instance. Let the colors used in the \( k \)-coloring be \( 0, 1, \ldots, k - 1 \), and let there be \( n_i \) nodes colored with the color \( i \). The nodes with color \( i \) can then be uniquely numbered \( 0, 1, \ldots, n_i - 1 \). Set the initial position \( v_i \) for machine \( i \) to \( mk + l \), where the \( l \) is the color of node \( i \), and the \( m \) is the node number in the set with color \( l \). Since \( m \leq n - 1 \) and \( l \leq k - 1 \), we have

\[
v_i = mk + l \leq (n - 1)k + k - 1 = nk - 1 < nk. \tag{7.7}
\]
We show that
\[ v_i - v_j \neq 0 \pmod{\gcd(\ell_i, \ell_j)} \] (7.8)
for any two machines \( i \neq j \). If the edge \((i, j)\) is white-painted, then by (7.6), \( \gcd(\ell_i, \ell_j) = pk \) for some prime number \( p > n \). However, by (7.7)
\[ 0 < |v_i - v_j| < nk. \]
Therefore, (7.8) holds for machines \( i \) and \( j \) along the white-painted edge \((i, j)\).

Otherwise, if the edge \((i, j)\) is red-painted, then by (7.6), \( \gcd(\ell_i, \ell_j) = k \) and \( v_i = mk + l, v_j = n'l' + l' \) for some integers \( m \) and \( m' \). Furthermore, \( l \neq l' \) since \((i, j) \in G\). Hence, \( v_i - v_j = l - l'(\mod k) \). However,
\[ 0 < |l - l'| < k, \]
thus, (7.8) holds again. Therefore, by Lemma 7.12, there is a feasible maintenance service for the PMPS instance.

Now, let us assume that the initial positions \( v_1, \ldots, v_n \) are feasible for the PMSP instance. We show that this implies the \( k \)-colorability of \( G \). We assign color \( v_i \mod k \) to node \( i \) so that the number of colors used does not exceed \( k \). We need to show that
\[ v_i \mod k \neq v_j \mod k \]
for \((i, j) \in G\). By contradiction, assume that
\[ v_i \mod k = v_j \mod k \]
and \((i, j) \in G\). Then, by (7.6)
\[ v_i - v_j = 0 \pmod{\gcd(\ell_i, \ell_j)}, \]
consequently, by Lemma 7.12, \( v_1, \ldots, v_n \) are infeasible for the PMSP instance. Hence, a contradiction and thus \( G \) is \( k \)-colorable. \( \square \)

The NP-completeness of PMSP is the point of departure in the main complexity result for the Response Time Variability problem.

**Theorem 7.15.** The Response Time Variability problem is NP-hard.

**Proof.** For an instance \( \ell_1, \ell_2, \ldots, \ell_m \) of the Periodic Maintenance Scheduling problem, define demands \( d_i = \frac{\ell_i}{\ell_i}, i = 1, \ldots, m, \) and \( d_{m+1} = 2L - \sum d_i \), where \( L = \text{lcm}(\ell_1, \ell_2, \ldots, \ell_m) \). Thus, \( D = 2L \) and \( n = m + 1 \). We observe that the average distance \( \frac{D}{d_{m+1}} = \frac{2L}{2L - \sum d_i} \) for \( m + 1 \) is between 1 and 2. Therefore, by Lemma 7.4, the contribution of model \( m + 1 \) to the total response time variability in any solution is at least
\[ V = (D \mod d_{m+1}) \left( 2 - \frac{D}{d_{m+1}} \right)^2 + (d_{m+1} - (D \mod d_{m+1})) \left( 1 - \frac{D}{d_{m+1}} \right)^2. \]
We make \( V \) the upper bound on the total response time variability for all models \( 1, \ldots, m, m+1 \), which is intended to force the models from 1 to \( m \) to keep their response time variabilities equal 0 in any solution that respects the upper bound \( V \). That is, all their consecutive copies must be at (end-to-end) distances \( \frac{D}{d_i} = 2\ell_i \), respectively, in such a solution. We now prove that the instance of the Periodic Maintenance Scheduling problem has a solution if and only if its corresponding instance of the Response Time Variability problem has variability not exceeding \( V \).

(If) Assume that there is a solution

\[ s_1s_2 \ldots s_L \]  
(7.9)

for the Periodic Maintenance Scheduling problem. Then, consider the sequence

\[ S = s'_1ns'_2n \ldots s'_{L}n \]

with every other time slot occupied by \( n \), and \( s'_j = s_j \) if \( s_j \) is a machine or \( s'_j = n \) if \( s_j \) is empty in the solution (7.9). In such a sequence, consecutive copies of \( i \) are exactly \( 2\ell_i \) time slots apart in \( S \) for \( i = 1, \ldots, m \). Therefore, the response time variability for each of these \( i \) is 0. Furthermore, any two consecutive copies of \( n \) are either next to each other, thus at a distance 1, or separated by a single copy of \( i \neq n \), thus at a distance 2. Consequently, the total response time variability of \( S \) equals \( V \).

(Only if) Now, let us assume that there is a solution \( Q \) to the Response Time Variability problem with variability \( RTV \leq V \). Firstly, we observe from Lemma 7.4 that \( RTV_n \geq V \) in any solution to the Response Time Variability problem, and consequently \( RTV = RTV_n \) and \( RTV_i = 0 \) for \( i = 1, \ldots, m \) in \( Q \). Secondly, we observe that if any two copies of \( n \) were three or more slots apart in \( Q \), that is, if they were separated by two or more copies of \( i \neq n \), then \( RTV_n > RTV \) for \( Q \), which would lead to a contradiction. Therefore, no \( i \leq m \) and \( j \leq m \) are next to each other in \( Q \). The first observation implies that all distances between consecutive copies of model \( i, i = 1, \ldots, m \), are equal in \( Q \). Furthermore, since there are \( d_i \) copies of \( i \) in the sequence of length \( D \), then the distance between the consecutive copies of \( i \) is \( \frac{D}{d_i} = 2\ell_i \) in \( Q \). Now, let \( c_i, c_i + 2\ell_i, \ldots, c_i + (2d_i - 1)\ell_i \) be the ends of time slots in \( Q \) occupied by \( i, i = 1, \ldots, m \). Of course all these numbers are different as no time slot is occupied by more than one \( i \). Consequently, all numbers, \( \frac{c_i}{2}, \frac{c_i}{2} + \ell_i, \ldots, \frac{c_i}{2} + (d_i - 1)\ell_i, \) \( i = 1, \ldots, m \), are different. Furthermore, by the second observation, if for some \( i, j, h \) and \( k \), \( \frac{c_i}{2} + h\ell_k > \frac{c_j}{2} + j\ell_k \), then \( \frac{c_i}{2} + h\ell_k - (\frac{c_j}{2} + j\ell_k) > \frac{1}{2} \). Consequently, all numbers \( \lfloor \frac{c_i}{2} \rfloor, \lfloor \frac{c_i}{2} \rfloor + \ell_i, \ldots, \lfloor \frac{c_i}{2} \rfloor + (d_i - 1)\ell_i, i = 1, \ldots, m \), are different. Therefore, by servicing machine \( i \) in time slots \( \lfloor \frac{c_i}{2} \rfloor, \lfloor \frac{c_i}{2} \rfloor + \ell_i, \ldots, \lfloor \frac{c_i}{2} \rfloor + (d_i - 1)\ell_i, i = 1, \ldots, m \) we obtain a solution to the Periodic Maintenance Scheduling problem. This proves the theorem. □

The transformation presented in the proof of Theorem 7.15 is not pseudo-polynomial since the largest number \( L = \text{lcm}(\ell_1, \ell_2, \ldots, \ell_m) \) in the instance of the Response Time Variability problem may not be bounded by any polynomial of \( \max\{\ell_i\} \) and \( m\log\max\{\ell_i\} \), the latter being the input size of the Periodic Maintenance Scheduling problem. Consequently, this transformation does not ensure that
the Response Time Variability problem is NP-hard in the strong sense even if the Periodic Maintenance Scheduling problem is NP-complete in the strong sense. Therefore, it remains an open question whether the Response Time Variability problem is NP-hard in the strong sense or whether there is a pseudo-polynomial, that is polynomial in $D$, time algorithm that solves it to optimality. It also remains open if the decision counterpart of the Response Time Variability problem is in NP.

7.3 Heuristics

This section describes heuristics for the total response time variability problem. Each of these heuristics uses the Exchange Heuristic, described in Sect. 7.3.1, to exchange the neighboring copies of a sequence in order to reduce its response time variability. The exchanges can be applied to any feasible sequence and their outcome is sensitive to the selection of the initial sequence. Section 7.3.2 describes a number of different ways the initial sequence can obtained.

7.3.1 The Exchange Heuristic

Consider a sequence $s = s_1 \ldots s_D$ and a model $i$ with $d_i \geq 2$. Let $i$ be in position $p$ of $s$, that is $s_p = i$. We define the closest to position $p$ clockwise $i$ as the first $i$ in $s$ encountered when moving clockwise away from $p$, similarly, we define the closest to $p$ counter-clockwise $i$ as the first $i$ encountered when moving counter-clockwise away from $p$. Notice that if $d_i = 1$ or 2, then the clockwise $i$ is the same as the counter-clockwise $i$. The Exchange Heuristic does the exchange of two neighboring copies whenever it reduces the total response time variability. More precisely, consider copies of $i$ and $j$, $i \neq j$, that are next to each other in a given sequence $s$, assume the $i$ is in position $p$ and the $j$ in position $p+1$. Let $R_i$ and $L_i$ be distances to the closest to $p$ clockwise and counter-clockwise, respectively, $i$ in $s$. Similarly, let $R_j$ and $L_j$ be distances to the closest to $p + 1$ clockwise and counter-clockwise, respectively, $j$ in $s$. Then, for $d_i, d_j \geq 2$,

$$B = L_i^2 + R_i^2 + L_j^2 + R_j^2$$

before the exchange and

$$A = (L_i + 1)^2 + (R_i - 1)^2 + (L_j - 1)^2 + (R_j + 1)^2$$

after the exchange. Since all the other distances remain unchanged, we have the following net change in the value of the total response time variability,

$$\Delta = B - A = 2(R_i - L_i - 1) + 2(L_j - R_j - 1).$$
If \( d_j = 1 \) and \( d_i \geq 2 \), then \( \Delta = 2(R_i - L_i - 1) \). If \( d_i = 1 \) and \( d_j \geq 2 \), then \( \Delta = 2(L_j - R_j - 1) \). Finally, if \( d_i = d_j = 1 \), then \( \Delta = 0 \). The exchange takes place only if \( \Delta \) is positive. The Exchange Heuristic starts with position 1 and passes clockwise through the sequence checking each couple \( s_p, s_{p+1} \). If the exchange within the couple reduces the response time variability, then it is made and the algorithm proceeds to position \( p + 1 \). Position \( D \) is immediately followed by position 1. If position 1 is reached (again) without any reduction in the total response time variability, then the algorithm stops. Otherwise, the next pass through the sequence begins. We observe that the heuristic eventually stops since each pass either reduces the total response time variability or proves that no exchange improves the total response time variability. In fact, the Exchange Heuristic goes a bit further, namely, even if an exchange attempt results in \( \Delta = 0 \) it is done after all as long as the maximum distance over all distances for both models being exchanged does not increase and at least one of the two maxima decreases. This last condition ensures that the heuristic actually terminates. A single pass through the sequence can be done in \( O(D^2) \) time. The upper bound on the value of \( RTV \) that can be easily derived from the number decomposition graph is \( O(nD^2) \). Therefore the exchange heuristic runs in \( O(nD^4) \). Fortunately, computational experiments, Corominas et al. [82], show that the heuristic never took longer than 20 s for \( D \) as large as 1,500 to do the exchanges.

The Exchange Heuristic is applied to an initial sequence which is generated in a number of different ways. These will be detailed in the subsequent section.

### 7.3.2 The Initial Sequences

#### Bottleneck (Minimum TE) Sequences

The bottleneck sequences have been obtained by solving the bottleneck problem (5.2) from Chap. 5 to optimality with the algorithm implementation of Moreno [83]. However, other algorithms could be used to obtain, possibly different, bottleneck sequences (see Steiner and Yeomans [41], Kubiak [23], and Bautista et al. [29]).

#### Random Sequences

The bottleneck sequence \( S \) has been randomized as follows. For each position \( x \) in \([1, D]\), get a random integer number \( ran \) in the range \([1, D]\), then swap \( S_x \) with \( S_{ran} \).

#### Webster’s Sequences

These sequences have been obtained by applying the parametric method of apportionment, described in Sect. 2.4, with parameter \( \delta = \frac{1}{2} \). The Webster’s method. The sequence is generated as follows. Consider \( x_{it} \), the number of model \( i \) copies in
the sequence of length \( t, t = 0, 1, \ldots \). Assume \( x_{i0} = 0, i = 1, \ldots, n \). The model to be sequenced in position \( t + 1 \) can be computed as follows:

\[
i^* = \arg\max_i \left\{ \frac{d_i}{(s_i + \delta)} \right\}.
\]

**Jefferson’s Sequences**

These sequences have been generated by applying the parametric method of apportionment with \( \delta = 1 \). The Jefferson’s parametric method. The stride scheduling technique produces the same sequences, see Chap. 10.

**Insertion Sequences**

Let again \( d_1 \leq \cdots \leq d_n \). Consider \( n - 1 \), two-product instances \( I_2 = (d_2, d_1), I_3 = (d_3, \sum_{j=1}^{2} d_j), \ldots, I_n = (d_n, \sum_{j=1}^{n-1} d_j) \). In each of the instances \( I_n, I_{n-1}, \ldots, I_3 \), the first model comes from the original instance, that is \( n, n-1, \ldots, 3 \) respectively, and the second model is the same fictitious product for all problems, denoted by \( * \). Let sequences \( S_n, S_{n-1}, \ldots, S_2 \) be the optimal solution for the instances \( I_n, I_{n-1}, \ldots, I_2 \) respectively. They can be obtained by the algorithm for two models described in Sect. 7.2.3. Notice that the sequence \( S_j, j = n, \ldots, 3 \), is made up of the model \( j \) and \( * \). Next, the sequence for the original problem is built recursively by first replacing \( * \) in \( S_n \) by \( S_{n-1} \) to obtain \( S'_n \). Notice that the latter is made up of models \( n, n-1, \) and \( * \). Next, \( * \) are replaced by \( S_{n-2} \) in \( S'_n \) to obtain a sequence \( S''_n \) made up of models \( n, n-1, n-2 \) and \( * \). Finally, sequence \( S_2 \) replaces all the remaining \( * \) and thus we obtain a sequence, referred to as the *insertion sequence*, where model \( i \) occurs exactly \( d_i \) times.

All these initial sequences, except the bottleneck, can be generated in \( O(D) \) steps. The bottleneck needs \( O(D \log D) \) steps.

**7.3.3 Computational Experiment**

The Webster’s and Jefferson’s sequences have resulted in the final \( RTV \) comparable to the bottleneck and insertion sequences only for very small values of \( n \). For larger \( n \), on average, their final \( RTV \) was higher than that of the bottleneck, random and insertion sequences. The same has been observed about the change in the bottleneck \( TE \). For small \( n \), their \( TE \) has been in the same range as the \( TE \) for the bottleneck and insertion sequences, while their \( TE \) significantly grew when \( n \) increased. Therefore, we do not include the computational results with either the Webster’s or the Jefferson’s sequences in Fig. 7.2. For each of the three initial sequences in Fig. 7.2, the first column includes the averages of the initial \( RTV \). The second column includes the averages of the final \( RTV \). The averages are rounded to integers for convenience. The third column contains the averages of the initial \( TE \) and the fourth column the averages of the final \( TE \).
7.4 Mathematical Programming Formulation

Optimal solutions to the Response Time Variability problem can be obtained by means of the dynamic program described in Sect. 7.2.4 but this program is too time and space consuming to be practical. Another approach to get optimal solutions uses mathematical programming approach described in this section and off the shelf optimization software CPLEX. We assume for simplicity that \( d_1 \geq 2 \) in this and next sections. We begin by defining some input parameters that would reduce the size of the program.

### 7.4.1 Input Parameters

Given

\[ M = \{1, \ldots, n\} \] – The set of models.

\[ X \] – The best solution obtained by applying the Exchange Heuristic to five greedy initial sequences (see Sect. 7.3 for details).

\[ Z \] – The total response time variability of \( X \).

\[ Z_i \] – An upper bound on the value of \( RTV_i \) defined as follows

\[ Z_i = Z - \sum_{j \in M, j \neq i} RTV_j(N_j). \]

Let \( \lambda \geq 1 \) be an integer such that

\[ \left\lfloor \frac{D - \lambda}{d_i - 1} \right\rfloor \geq \lambda. \]

Let \( N'_i \) be the top node in the number decomposition graph for \( D' = D - \lambda \) and \( d'_i = d_i - 1 \). We set \( LB_i \), the lower bound on the distance between the copies of \( i \), equal to the smallest \( \lambda \) such that

<table>
<thead>
<tr>
<th>( n )</th>
<th>Bottleneck</th>
<th>Random</th>
<th>Insertion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Init RTV</td>
<td>Final RTV</td>
<td>Init TE</td>
</tr>
<tr>
<td>10</td>
<td>17904</td>
<td>601</td>
<td>0.837</td>
</tr>
<tr>
<td>50</td>
<td>180503</td>
<td>3208</td>
<td>0.936</td>
</tr>
<tr>
<td>100</td>
<td>636545</td>
<td>4946</td>
<td>0.964</td>
</tr>
<tr>
<td>200</td>
<td>1020847</td>
<td>8412</td>
<td>0.978</td>
</tr>
<tr>
<td>300</td>
<td>1418033</td>
<td>6120</td>
<td>0.985</td>
</tr>
<tr>
<td>400</td>
<td>3574364</td>
<td>3913</td>
<td>0.991</td>
</tr>
<tr>
<td>500</td>
<td>6232671</td>
<td>496</td>
<td>0.992</td>
</tr>
<tr>
<td>600</td>
<td>7681994</td>
<td>962</td>
<td>0.993</td>
</tr>
<tr>
<td>700</td>
<td>12206931</td>
<td>952</td>
<td>0.994</td>
</tr>
<tr>
<td>800</td>
<td>18083157</td>
<td>84</td>
<td>0.996</td>
</tr>
<tr>
<td>900</td>
<td>15549203</td>
<td>61</td>
<td>0.976</td>
</tr>
</tbody>
</table>

Fig. 7.2 The exchange improvements on the bottleneck, insertion and random initial sequences for \( D = 1,000 \).
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\[ RTV_i(N'_i, \lambda) \leq Z_i. \]

For instance, let \( D = 52, d_i = 5, \bar{a}_i = \frac{52}{5} = 10.4 \) and \( Z_i = 33.2 \). For \( \lambda = 5 \), the best decomposition vector is \( N = (N'_i, \lambda) = (12, 12, 11, 5) \) which results in \( RTV_i(N) = 37.2 > Z_i \). For \( \lambda = 6 \) the best decomposition vector is \( L = (N'_i, \lambda) = (12, 12, 11, 11, 6) \), which gives \( RTV_i(L) = 25.2 \leq Z_i \) and thus \( LB_i = \lambda = 6 \).

For a given \( LB_i \), the upper bound on the distance between the copies of \( i \), \( UB_i \), can be set as follows:

\[
UB_i = D - (d_i - 1) \cdot LB_i.
\]

Let \( N'_i \) be the top node in the number decomposition graph for \( D' = D - \omega \) and \( d'_i = d_i - 1 \). We find the largest \( \omega \) such that

\[ RTV_i(\omega, N'_i) \leq Z_i \]

and set \( UB_i = \min (D - ((d_i - 1) \cdot LB_i); \omega) \). For instance, \( D = 52, d_i = 5, \bar{a}_i = \frac{52}{5} = 10.4 \) and \( Z_i = 7.6 \). For \( \omega = 13 \), the best decomposition vector is \( N = (13, 10, 10, 10, 9) \), which gives \( RTV_i(N) = 9.2 > Z_i \). Then, for \( \omega = 12 \) the best decomposition vector is \( L = (12, 10, 10, 10, 10) \), which gives \( RTV_i(L) = 3.2 \leq Z_i \) and thus \( UB_i = \min (D - ((d_i - 1) \cdot LB_i) = 28; 12) = 12 \).

Therefore, the earliest, \( E_{ik} \), and the latest, \( L_{ik} \), positions to be occupied by copy \( k \) of \( i \) can be set as follows

\[
E_{ik} = \max (1 + LB_i \cdot (k - 1); D - UB_i \cdot (d_i - k + 1) + 1)
\]

\[
L_{ik} = \min (D - LB_i \cdot (d_i - k); UB_i \cdot k)
\]

for \( i = 1, \ldots, n; k = 1, \ldots, d_i \), and consequently the set of positions available for copy \( k \) of \( i \) can be set as follows

\[ H_{ik} = \{ h : L_{ik} \leq h \leq E_{ik} \}. \]

### 7.4.2 The Objective

The Response Time Variability problem can be considered as a special case of the quadratic assignment problem and therefore formulated as a quadratic integer program. The well known separable convex programming technique (see, e.g., Wagner [84]) can be applied with variables \( \gamma_{ik}^j \in \{0, 1\} \), where \( \gamma_{ik}^j = 1 \) if and only if the distance between copies \( k \) and \( k + 1 \) of \( i \) is greater than or equal to \( LB_i + j \), where \( i \in M = \{1, \ldots, n\}; k = 1, \ldots, d_i; j = 1, \ldots, UB_i - LB_i \), to recast the response time variability objective function as a linear one as follows:
\[ RTV = \sum_{i \in M, k, j} \left( (LB_i + j)^2 - (LB_i + j - 1)^2 \right) \cdot \gamma_{ik}^j \]
\[ + \sum_{i \in M} d_i \cdot LB_i^2 - \sum_{i \in M} d_i \cdot \overline{a}_i^2. \]  
\langle 7.10 \rangle

The consistency of values \( \gamma_{ik}^j \) is imposed, though already guaranteed for the convexity of the objective function, by the following constraint:
\[ \gamma_{ik}^j \geq \gamma_{ik}^{j+1} \quad (i \in M; k = 1, \ldots, d_i; j = 1, \ldots, UB_i - LB_i - 1) \]  
\langle 7.11 \rangle

Moreover, for each \( i \in M \), it is required from variables \( \gamma_{ik}^j \), that the sum of the distances between its units is equal to \( D \):
\[ \sum_{j=1}^{UB_i - LB_i} \sum_{k=1}^{d_i} \gamma_{ik}^j = D - d_i \cdot LB_i \]  
\langle 7.12 \rangle

\[ \sum_{j=1}^{UB_i - LB_i} \sum_{k=1}^{d_i} \left( 1 - \gamma_{ik}^j \right) = d_i \cdot UB_i - D. \]  
\langle 7.13 \rangle

Finally, using (7.12) we can rewrite the \( RTV \) in (7.10) so that the minimization of \( RTV \) is equivalent to the minimization of
\[ rtv = \sum_{i \in M, k, j} j \cdot \gamma_{ik}^j. \]

### 7.4.3 Eliminating Symmetries

Let us introduce additional integer \( position \) variables \( sl_{ik}, i \in M; k = 1, \ldots, d_i \), where \( sl_{ik} \) equals the position index of copy \( k \) of \( i \). The first copy of \( n \) can be fixed in the first position of the sequence, thus
\[ sl_{n,1} = 1. \]

#### Distance Mirror Reflection Elimination

Consider sequence \( S \), then
\[ S = nS_1nS_2 \cdots nS_{d_n}, \]
where \( S_j \) \( j = 1, \ldots, d_n \) are sequences, possibly empty, of copies of \( i = 1, \ldots, n - 1 \). Then, the mirror reflection
\[ S_{d_n}n \cdots S_2nS_1n \]
of \( S \) does not change the total response time variability, neither does the cyclic rotation by a single position
\[
S' = nS_{d_2}n \cdots S_2nS_1.
\]

To eliminate this mirror reflection symmetry we introduce the following constraint
\[
\begin{align*}
& \sum_{k=1}^{d_n-1} k^2 \cdot (s_{l,n,k+1} - s_{l,n,k}) + d_n^2 \cdot (D - s_{l,n,d_n} + s_{l,n,1}) \\
\leq & \sum_{k=1}^{d_n-1} (d_n - k + 1)^2 \cdot (s_{l,n,k+1} - s_{l,n,k}) \\
& + (D - s_{l,n,d_n} + s_{l,n,1}).
\end{align*}
\] (7.14)

**Cyclic Rotation Elimination**

Consider \( S \) again
\[
S = nS_1nS_2 \cdots nS_{d_n},
\]
and its \( d_n - 1 \) cyclic rotations
\[
nS_2 \cdots nS_{d_n}nS_1 \\
\vdots \\
nS_{d_n}nS_1 \cdots nS_{d_n-1}.
\]

All these rotations have the same value of the total response time variability. We introduce the following constraints to eliminate these cyclic rotations.
\[
\begin{align*}
& \sum_{k=1}^{d_n-1} k^2 \cdot (s_{l,n,k+1} - s_{l,n,k}) + d_n^2 \cdot (D - s_{l,n,d_n} + s_{l,n,1}) \\
\leq & \sum_{k=1}^{d_n-1} (1 + ((k + j) \mod d_n))^2 \cdot (s_{l,n,k+1} - s_{l,n,k}) \\
& + (1 + j)^2 \cdot (D - s_{l,n,d_n} + s_{l,n,1}) (j = 0, \ldots, d_n - 2)
\end{align*}
\] (7.15)

**Consistency with \( \gamma^j_{ik} \)**

The consistency of the \( s_{l,ik} \) and \( \gamma^j_{ik} \) variables is ensured by the following constraints (7.16) and (7.17):
\[
\begin{align*}
& s_{l,i,k+1} - s_{l,i,k} = LB_i + \gamma^1_{ik} + \cdots + \gamma^j_{ik} + \cdots + \gamma^{ UB_i - LB_i}_{ik} \\
& \quad (\forall i \in M; k = 1, \ldots, d_i - 1) \quad (7.16) \\
& D - s_{l,i,d_i} + s_{l,1} = LB_i + \gamma^1_{i,d_i} + \cdots + \gamma^j_{i,d_i} + \cdots + \gamma^{ UB_i - LB_i}_{i,d_i} \\
& \quad (i \in M) \quad (7.17)
\end{align*}
\]
For each $i \in M$, it is required that the sum of the distances between its units is equal $D$:

$$
\sum_{k=1}^{d_i-1} (s_{l_{ik},k+1} - s_{l_{ik},k}) + (D - s_{l_{id_i},1} + s_{l_{i,1}}) = D \quad (i \in M) \tag{7.18}
$$

### 7.4.4 Feasibility of Position Variables

Finally, we introduce the variables $y_{ikh} \in \{0, 1\}$, where $y_{ikh} = 1$ if and only if copy $k$ of $i$ is in position $h$, where $i \in M; k = 1, \ldots, d_i; h \in H_{ik}$, and we link them with the position variables $s_{l_{ik}}$ by the constraint (7.19). These $y_{ikh}$ variables are necessary to ensure that all position variables $s_{l_{ik}}$ have distinct values in a feasible solution. This requirement is ensured by adding the following assignment type constraints (7.20) and (7.21):

$$
\sum_{h \in H_{ik}} h \cdot y_{ikh} = s_{l_{ik}} \quad (i \in M; k = 1, \ldots, d_i) \tag{7.19}
$$

$$
\sum_{(i,k) | i \in M \land h \in H_{ik}} y_{ikh} = 1 \quad (h = 1, \ldots, D) \tag{7.20}
$$

$$
\sum_{h \in H_{ik}} y_{ikh} = 1 \quad (i \in M; k = 1, \ldots, d_i). \tag{7.21}
$$

### 7.5 The Algorithm

We now put all constraints and the objective together.

$$
\min \text{ } rtv = \sum_{i \in M, k, j} j \cdot \gamma_{ik}^j \tag{7.22}
$$

Subject to

$$
\sum_{h \in H_{ik}} h \cdot y_{ikh} = s_{l_{ik}} \quad (i \in M; k = 1, \ldots, d_i) \tag{7.23}
$$

$$
sl_{i,k+1} - s_{l_{ik},k} = LB_i + \gamma^1_{ik} + \cdots + \gamma^d_{ik} + \cdots + \gamma^{UB_i-LB_i}_{ik} \quad (i \in M; k = 1, \ldots, d_i - 1) \tag{7.24}
$$

$$
D - s_{l_{id_i},1} + s_{l_{i,1}} = LB_i + \gamma^1_{id_i} + \cdots + \gamma^d_{id_i} + \cdots + \gamma^{UB_i-LB_i}_{id_i} \quad (i \in M) \tag{7.25}
$$

$$
\gamma^j_{ik} \geq \gamma^{j+1}_{ik} \quad (i \in M; k = 1, \ldots, d_i; j = 1, \ldots, UB_i - LB_i - 1) \tag{7.26}
$$

$$
\sum_{(i,k) | i \in M \land h \in H_{ik}} y_{ikh} = 1 \quad (h = 1, \ldots, D) \tag{7.27}
$$
\[
\sum_{h \in H_k} y_{ikh} = 1 \quad (i \in M; k = 1, \ldots, d_i) \tag{7.28}
\]

\[
\sum_{k=1}^{d_n-1} k^2 \cdot (s_{l_{n,k+1}} - s_{l_{n,k}}) + d_n^2 \cdot (D - s_{l_{n,d_n}} + s_{l_{n,1}}) \\
\leq \sum_{k=1}^{d_n-1} (d_n - k + 1)^2 \cdot (s_{l_{n,k+1}} - s_{l_{n,k}}) \\
+ (D - s_{l_{n,d_n}} + s_{l_{n,1}}) \tag{7.29}
\]

\[
\sum_{k=1}^{d_n-1} k^2 \cdot (s_{l_{n,k+1}} - s_{l_{n,k}}) + d_n^2 \cdot (D - s_{l_{n,d_n}} + s_{l_{n,1}}) \\
\leq \sum_{k=1}^{d_n-1} (1 + ((k + j) \mod d_n))^2 \cdot (s_{l_{n,k+1}} - s_{l_{n,k}}) \\
+ (1 + j)^2 \cdot (D - s_{l_{n,d_n}} + s_{l_{n,1}}) \quad (j = 0, \ldots, d_n - 2) \tag{7.30}
\]

\[
\sum_{j=1}^{UB_i-LB_i} \sum_{k=1}^{d_i} \gamma^j_{ik} = D - d_i \cdot LB_i \quad (i \in M) \tag{7.31}
\]

\[
\sum_{j=1}^{UB_i-LB_i} d_i \sum_{k=1}^{d_i} (1 - \gamma^j_{ik}) = d_i \cdot UB_i - D \quad (i \in M). \tag{7.32}
\]

Corominas et al. [85] use off the shelf software, CPLEX, to show that the practical limit for obtaining optimal solutions is \( D = 40 \) units to be scheduled in 2,000 s or less. The exact algorithms capable of solving the Response Time Variability problem for larger problem sizes in comparable amount of time remain to be found.

### 7.6 Exercises

**Exercise 7.16.** Develop a branch and bound algorithm for the Response Time Variability problem.

**Exercise 7.17.** Let \( \alpha_i \) be a given node in a number decomposition graph \( D_i \) for \( d_i, i = 1, \ldots, n \). Formulate an integer program to test the feasibility of the nodes \( \alpha_1, \ldots, \alpha_n \). The feasibility means that there exists a just-in-time sequence for \( (d_1, \ldots, d_n) \) with distance of copies of \( i \) as in the node \( \alpha_i \). What is the complexity of this test? Hint: The complexity appears an open problem.

**Exercise 7.18.** What is the total response time variability for the power-of-two instances?
7.7 Comments and References

This chapter is based to a large extend on Corominas et al. [82], where more results of computational experiments with the Exchange Heuristic can be found. The mathematical programming formulation and algorithm come from Corominas et al. [82,85]. The total response time variability is suggested as a main metric of the stride schedule by Waldspurger and Weihl [13], see also Chap. 10. The idea of Theorem 7.13 comes from [86]. Lemma 7.12 is from Bar-Noy et al. [79]. The proof of Theorem 7.14 was given in Bar-Noy et al. [79].
Chapter 8

Applications to the Liu–Layland Problem and Pinwheel Scheduling

8.1 Introduction

This chapter presents a fresh approach to two hard real-time classical sequencing problems: the Liu–Layland periodic sequencing problem and the (generalized) pinwheel scheduling problem. We show that a number of important results obtained in the literature on either of these two problems follow quite easily from the properties of just-in-time sequences with small bottleneck deviations. We also present new solutions to the Liu–Layland problem based on the quota-divisor methods of apportionment. This fresh approach sheds a new light on the connections between the just-in-time optimization and the apportionment problem on one side and the hard two real-time scheduling problems on the other.

The Liu-Layland periodic sequencing problem [87] is one of the most fundamental problems studied in hard real-time computing systems. A system is said to be real-time if the correctness of its operation depends not only on the logical correctness of the tasks making it but also on the time at which the tasks are performed. In a hard real-time system, the completion of a task after its deadline is considered useless and may ultimately lead to a critical failure of the whole system. For instance, a task may calculate a current position of an aircraft in $C$ seconds but the position must be updated every $T$ seconds. Missing a deadline may prove fatal for the aircraft and generally for the system, thus deadlines must not be missed. More details about hard real-time systems can be found in Cheng [88], and Butazzo [89].

The second problem discussed in this chapter is the pinwheel scheduling problem. Its motivation comes from the real-time satellite communication with a ground station without data loss. This problem was introduced by Holte et al. [90] in 1989 and since then it is referred to as the pinwheel scheduling problem. In this problem, the ground station receives data from a number of satellites. In each time slot the station can only receive a single data packet from a single satellite. Each satellite, due to its orbital characteristics, has a possibly different window of time of length $b$, measured in the number of time slots, to repeatedly broadcast the same data packet to the ground station. The station then has to allocate time slots to satellites so as
to ensure that no data packet is lost, that is a satellite with time window \( b \) must be allocated \textit{at least} one time slot out of any consecutive \( b \) time slots. A generalized pinwheel scheduling problem introduced by Baruah and Bestavros [91] requires that a sliding time window of size \( b \) always includes \textit{at least} \( a \geq 1 \) time slots allocated to a satellite, which can speed up error recovery in case of possible broadcast problems.

The plan for this chapter is as follows. Section 8.2 introduces the Liu–Layland problem in detail and briefly reviews well-known results on this problem. Section 8.3 shows that the Liu–Layland problem can be solved by any optimization algorithm for the bottleneck problem. Actually, even stronger results holds, namely, any algorithm that finds a just-in-time sequence with bottleneck deviation \textit{less} than 1 solves the Liu–Layland problem. Such algorithms may be, for instance, the algorithm of Tijdeman presented in Chap. 5 or the quota-divisor methods of apportionment discussed in Sect. 8.4. We also show that the quota satisfaction is the necessary condition for a divisor method to solve the Liu–Layland problem. Therefore, no divisor method solves the Liu–Layland problem, and the culprit is population monotonicity that characterizes any divisor method. Section 8.5 introduces the pinwheel and the generalized pinwheel scheduling problems and reviews well-known results on these problems. Section 8.6 presents additional properties of just-in-time sequences with bottleneck deviation \textit{less} than 1. The properties lead to elegant and simple proofs of a number of results on these problems known in the literature. For instance the problems with the total density not exceeding \( \frac{1}{2} \) or the generalized pinwheel problem with \( n = 2 \).

### 8.2 The Liu–Layland Problem

Following Liu and Layland [87], we define the periodic sequencing problem as follows. Consider \( n \) independent, preemptive and periodic tasks \( 1, \ldots, n \) with their request periods being \( T_1, \ldots, T_n \) and their run-times being \( C_1, \ldots, C_n \) respectively. The execution of the \( k \)th request of task \( i \), which occurs at moment \( (k - 1)T_i \), must finish by moment \( kT_i \) when the next request for the task begins, \( k = 1, 2, \ldots \). Missing a deadline is fatal to the system, therefore the deadlines \( T_i, 2T_i, \ldots \) are considered hard for task \( i \). All numbers are positive integers and \( C_i \leq T_i \) for \( i = 1, \ldots, n \). We need to find an infinite word \( S = s_1s_2 \ldots \) on the alphabet \( \{1, 2, \ldots, n\} \) such that \( i \) occurs exactly \( C_i \) times in each subsequence \( s_{(k-1)T_i+1} \ldots s_{kT_i} \) for \( k = 1, \ldots \) and \( i = 1, \ldots, n \). We call \( S \) a periodic schedule for tasks \( 1, \ldots, n \). For any periodic schedule \( S \), its \( L \)-prefix \( s = s_1 \ldots s_L \), where \( L = \text{lcm}(T_1, \ldots, T_n) \), defines a periodic schedule \( s^\infty \) which is an infinite concatenation of \( s \). Consequently, we shall assume that \( s^\infty \) represents all periodic schedules with their \( L \)-prefixes being \( s \), and our discussion assumes for simplicity that the term periodic schedule \( S \) refers to the \( L \)-prefix \( s \) of \( S \) rather than to \( S \) itself. We begin with an example of three tasks and their periodic schedule.

**Example 8.1.** Consider a three task instance with request periods \( T_1 = 3, T_2 = 4 \) and \( T_3 = 5 \), and run-times \( C_1 = C_2 = 1 \) and \( C_3 = 2 \) respectively. The periodic schedule for this instance is shown in Fig. 8.1 where \( L = \text{lcm}(T_1, T_2, T_3) = 60 \). Notice that the
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Fig. 8.1 The periodic schedule for tasks with periods $T_1 = 3$, $T_2 = 4$, and $T_3 = 5$, and run-times $C_1 = C_2 = 1$ and $C_3 = 2$ respectively

total load between 0 and $L$ is $1 \times 20 + 1 \times 15 + 2 \times 12 = 59$ which leaves a single time slot, between 35 and 36, empty. \hfill \Box

The solution in Fig. 8.1 can be obtained by the deadline driven algorithm of Liu and Layland [87], see also Dertouzos [92]. The algorithm assigns priorities to tasks according to the deadlines of their current requests. Therefore, a task with the highest priority at a unit time slot $k$ will be the one with the deadline of its current request being the nearest to $k$, and a task will be assigned the lowest priority if the deadline of its current request is the furthest from $k$. In any unit time slot $k$ a task with the highest priority and still incomplete current request will be executed. This deadline driven algorithm always produces a periodic schedule as long as

\[
\sum_{i=1}^{n} \frac{C_i}{T_i} \leq 1.
\]

Clearly, no periodic schedule exists with (8.1) being violated.

We view the Liu–Layland periodic sequencing problem from a rather different angle in this chapter. Our solution is based on the solution to the bottleneck problem and it can be explained as follows. Assume that a task $i$ can be allocated processor so that it can progress at a rate as close to $r_i = \frac{C_i}{T_i}$ as possible. More precisely, consider the straight line $\frac{C_i}{T_i}k$ in the interval $[0, L]$ where variable $k$ takes on integer values $0, 1, \ldots, L$. Let $x_{ik}$ be the total time allocated by a given schedule to task $i$ in $[0, k]$, notice that the schedule may allocate time to multiple requests for $i$ in this interval. Then, Theorem 5.8 ensures that there is a schedule that keeps $x_{ik}$ within distance less than 1 from the line $\frac{C_i}{T_i}k$ simultaneously for each task $i = 1, \ldots, n$. We show that being this close to the lines $\frac{C_i}{T_i}k$ automatically ensures that the schedule is periodic, that is each request for task $i$ falls inside its request period.
Our main goal is to show that any just-in-time sequence with \( r_i = \frac{C_i}{T_i} \) and its bottleneck deviation being less than one (but not necessarily optimal) solves the Liu–Layland problem for tasks \( 1, \ldots, n \) with their request periods being \( T_1, \ldots, T_n \) and their run-times being \( C_1, \ldots, C_n \) respectively. Formally, the ratios \( r_i = \frac{C_i}{T_i} \) translate into total demand \( D = L \) and the individual demands \( d_i = \frac{LC_i}{T_i} \). Moreover, if \( \sum_{1 \leq i \leq n} \frac{C_i}{T_i} < 1 \), then a dummy model \( n + 1 \) with its demand \( d_{n+1} = L \left( 1 - \sum_{1 \leq i \leq n} \frac{C_i}{T_i} \right) \) can be added to complete the instance of the bottleneck problem. It is worth noticing that our proofs are formulated in terms of the ratios \( r_i = \frac{C_i}{T_i} \) rather than the actual demands \( d_i \) which frees our approach from working with potentially large demands \( d_i \) and \( L \). For the proof, it is sufficient to show that any interval \([((k-1)T_i + 1), kT_i]\) of the bottleneck just-in-time sequence includes at least \( C_i \) copies of \( i \). We begin with the following two results shown in Lemmas 8.2 and 8.3, and Lemmas 8.4 and 8.5 respectively. The first shows that the inequalities

\[
E(i, j) \leq L(i, j) \leq E(i, j + 1)
\]

hold for all \( i = 1, 2, \ldots, n \) and \( j = 1, \ldots, d_j - 1 \) as long as \( B < 1 \). Hence, copies \((k-1)C_i + 1, \ldots, kC_i\) of \( i \) occupy \( C_i \) positions in the interval

\[
[E(i, (k-1)C_i + 1), L(i, kC_i)].
\]

The second proves that

\[
(k-1)T_i < E(i, (k-1)C_i + 1) \quad \text{and} \quad L(i, kC_i) \leq kT_i \quad (8.2)
\]

for \( B < 1 \). Notice that the first inequality in (8.2) must hold as a strict inequality since by definition the \( E(i, (k-1)C_i + 1) \) is the earliest position that copy \((k-1)C_i + 1\) can occupy. Thus the starting moment of that copy can be as early as \( E(i, (k-1)C_i + 1) - 1 \) which must not be sooner than the release of the \( k \)th request that is the moment \((k-1)T_i\).

The above definition of periodic schedule tacitly implies preemptions at integer points only. This is justified, however, by the fact that the existence of preemptive periodic schedule implies the existence of preemptive periodic schedule with preemptions at integer points only. This claim holds since the Liu–Layland problem can be reduced to the \( 1|\text{pmtn}, r_i, \overline{d}_i|\)—scheduling problem, we refer the reader to Błażewicz et al. [93] for the definition of the three field scheduling notation, by taking the release dates \( 0, T_i, \ldots, (\frac{L}{T_i} - 1)T_i \) and the deadlines \( T_i, 2T_i, \ldots, L \) for the \( \frac{L}{T_i} \) requests of task \( i \) with run-time \( C_i \) in the \( L \)-prefix. The latter problem can in turn be reduced to the maximal network flow problem, Bratley et al. [94], which by the integrality of all input data and the Integral Flow Theorem of network flows, see Lawler [95], is solved by an integral flow. The flow can then be readily turned into a
periodic schedule with preemptions at integer points only. These observations also imply that the \( L \)-prefix, if it exists, can be found in time polynomial in \( L \).

### 8.3 Just-In-Time Solution of the Liu–Layland Problem

We now give the details of the solution of the Liu–Layland periodic sequencing problem based on the solution to the bottleneck problem studied in Chap. 5. The following is the summary of the correspondences between the two problems alluded in the previous section:

- Number tasks \( n \) \( \longleftrightarrow \) number of models \( n \)
- Task \( i \) \( \leftrightarrow \) model \( i \)
- Total run-time of task \( i \) in \([0, L]\) \( \leftrightarrow \) demand \( d_i \) for model \( i \)
- Cycle time \( L \) \( \leftrightarrow \) total demand \( D = \sum_{i=1}^{n} d_i \)
- The ratio \( \frac{C_i}{T_i} \) \( \leftrightarrow \) \( r_i = \frac{d_i}{D} = \frac{C_i}{T_i} \).

We begin with some implications of Theorem 5.1 for the bottleneck problem solutions.

**Lemma 8.2.** For any feasible bottleneck deviation \( B \), \( i = 1, 2, \ldots, n \) and \( j = 1, \ldots, d_j \), we have

\[
E(i, j) \leq L(i, j).
\]

**Proof.** Follows immediately from Theorem 5.1. \( \square \)

We now show that for \( B < 1 \) the intervals for consecutive copies of model \( i \) can overlap at the ends only.

**Lemma 8.3.** For \( B < 1 \) and \( k = 1, 2, \ldots, j = 1, \ldots \), we have

\[
L(i, j) \leq E(i, j + 1).
\]

**Proof.** By Theorem 5.1

\[
L(i, j) = \left\lfloor \frac{j - 1 + B}{r_i} + 1 \right\rfloor,
\]

and

\[
E(i, j + 1) = \left\lfloor \frac{j + 1 - B}{r_i} \right\rfloor = \left\lfloor \frac{j - 1 + B}{r_i} + \frac{2(1-B)}{r_i} \right\rfloor.
\]

If \( \frac{j - 1 + B}{r_i} \) is an integer, then \( L(i, j) = \frac{j - 1 + B}{r_i} + 1 \leq \frac{j - 1 + B}{r_i} + \frac{2(1-B)}{r_i} = E(i, j + 1) \) since \( \frac{2(1-B)}{r_i} > 0 \) for \( B < 1 \). If \( \frac{j - 1 + B}{r_i} \) is not an integer, then \( L(i, j) = \left\lfloor \frac{j - 1 + B}{r_i} \right\rfloor \leq \left\lfloor \frac{j - 1 + B}{r_i} + \frac{2(1-B)}{r_i} \right\rfloor = E(i, j + 1) \) since again \( \frac{2(1-B)}{r_i} > 0 \) for \( B < 1 \). Thus, the lemma holds. \( \square \)
Moreover, for $B < 1$, the copy $kC_i$ of model $i$ must be in a position not later than $kT_i$. That is the completion of the $k$—th request of task $i$ is not later than the deadline of this request.

**Lemma 8.4.** For any bottleneck $B < 1$ and $i = 1, \ldots, n$, we have

$$kT_i \geq L(i, kC_i).$$

**Proof.** By Theorem 5.1

$$L(i, kC_i) = \left\lfloor \frac{kC_i - 1 + B}{r_i} + 1 \right\rfloor.$$

Since $r_i = \frac{C_i}{T_i}$, we have

$$L(i, kC_i) = \left\lfloor kT_i + 1 + \frac{B - 1}{r_i} \right\rfloor.$$

Finally, since $B < 1$, then

$$L(i, kC_i) \leq kT_i$$

which ends the proof. □

Finally, for $B < 1$, the copy $(k - 1)C_i + 1$ of model $i$ must be in a position later than $(k - 1)T_i$. That is the earliest start time of the $k - 1$-st request of task $i$ is not earlier than its release date.

**Lemma 8.5.** For any $B < 1$ and $i = 1, \ldots, n$, we have

$$(k - 1)T_i < E(i, (k - 1)C_i + 1).$$

**Proof.** By Theorem 5.1

$$E(i, (k - 1)C_i + 1) = \left\lceil \frac{(k - 1)C_i + 1 - B}{r_i} \right\rceil.$$

Since $r_i = \frac{C_i}{T_i}$, we have

$$E(i, (k - 1)C_i + 1) = \left\lceil (k - 1)T_i + 1 - B \right\rceil r_i.$$

Finally, since $B < 1$, then

$$E(i, (k - 1)C_i + 1) > (k - 1)T_i$$

which ends the proof. □

We are now ready to prove the main result.

**Theorem 8.6.** Any solution to the bottleneck problem with rates $r_i = \frac{C_i}{T_i}$, $i = 1, \ldots, n$ and the bottleneck deviation less than 1 is a periodic schedule.
8.3 Just-In-Time Solution of the Liu–Layland Problem

Proof. Consider any solution to the bottleneck problem with its bottleneck deviation $B$ being less than 1. By Theorem 5.6, such a solution always exists. Then, copy $j$ of model $i$ occupies a position in the interval $[E(i, j), L(i, j)]$, where $E(i, j)$ and $L(i, j)$ are defined as in Theorem 5.1. Therefore, by Lemmas 8.2 and 8.3, $C_i$ copies $(k - 1)C_i + 1, \ldots, kC_i$ of model $i$ occupy $C_i$ positions in the interval $[E(i, (k - 1)C_i + 1), L(i, kC_i)]$. However, by Lemmas 8.4 and 8.5, we have $(k - 1)T_i < E(i, (k - 1)C_i + 1) \leq L(i, kC_i) \leq kT_i$ and thus at least $C_i$ copies of $i$ occupy positions in $[(k - 1)T_i + 1, kT_i]$. Consequently, the schedule is periodic which proves the theorem. $\square$

The following example shows the just-in-time solution to the instance of Example 8.1.

Example 8.7. The instance of the Liu–Layland problem from Example 8.1 translates into an instance of the bottleneck problem with $n = 4$ models, demands $d_1 = 20, d_2 = 15, d_3 = 24$ and $d_4 = 1$, and rates $r_1 = \frac{C_1}{T_1} = \frac{1}{3}, r_2 = \frac{C_2}{T_2} = \frac{1}{4}, r_3 = \frac{C_3}{T_3} = \frac{2}{5}$, and $r_4 = \frac{1}{60}$ respectively. Notice that

$$\sum_{i=1}^{3} \frac{C_i}{T_i} = \frac{59}{60} < 1$$

thus a dummy task with the request period $T_4 = 60$ and the run-time $C_4 = 1$ is added. Table 8.1 shows the time windows in which to run a unit of tasks 1, 2, and 3.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$E(1, j)$</th>
<th>$L(1, j)$</th>
<th>$E(2, j)$</th>
<th>$L(2, j)$</th>
<th>$E(3, j)$</th>
<th>$L(3, j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>9</td>
<td>9</td>
<td>12</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>16</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>20</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>21</td>
<td>25</td>
<td>28</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>24</td>
<td>29</td>
<td>32</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>27</td>
<td>33</td>
<td>36</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>30</td>
<td>37</td>
<td>40</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>11</td>
<td>31</td>
<td>33</td>
<td>41</td>
<td>44</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>12</td>
<td>34</td>
<td>36</td>
<td>45</td>
<td>48</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>13</td>
<td>37</td>
<td>39</td>
<td>49</td>
<td>52</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>42</td>
<td>53</td>
<td>56</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>45</td>
<td>57</td>
<td>60</td>
<td>36</td>
<td>37</td>
</tr>
<tr>
<td>16</td>
<td>46</td>
<td>48</td>
<td>39</td>
<td>40</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>49</td>
<td>51</td>
<td>41</td>
<td>42</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>18</td>
<td>52</td>
<td>54</td>
<td>44</td>
<td>45</td>
<td>44</td>
<td>45</td>
</tr>
<tr>
<td>19</td>
<td>55</td>
<td>57</td>
<td>46</td>
<td>47</td>
<td>46</td>
<td>47</td>
</tr>
<tr>
<td>20</td>
<td>58</td>
<td>60</td>
<td>49</td>
<td>50</td>
<td>49</td>
<td>50</td>
</tr>
<tr>
<td>21</td>
<td>51</td>
<td>52</td>
<td>51</td>
<td>52</td>
<td>51</td>
<td>52</td>
</tr>
<tr>
<td>22</td>
<td>54</td>
<td>55</td>
<td>54</td>
<td>55</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>23</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>24</td>
<td>59</td>
<td>60</td>
<td>59</td>
<td>60</td>
<td>59</td>
<td>60</td>
</tr>
</tbody>
</table>
Fig. 8.2 The periodic schedule obtained by the just-in-time sequencing obtained for \( B = 1 - \frac{1}{2(n-2)} = \frac{3}{4} \). The sequence is shown in Fig. 8.2. The sequence ignores a dummy task 4. □

8.4 Divisor Methods for the Liu–Layland Problem

8.4.1 The Necessary Conditions

Theorem 8.6 proves that in fact staying within the quota is a sufficient condition for a house monotone method to solve the Liu–Layland periodic sequencing problem. This section goes further and studies the apportionment divisor methods as a possible approach to solving this problem. These methods are chosen because of their extreme computational efficiency, which makes them especially attractive for real-time scheduling, their well known properties, which make them a cornerstone of the apportionment theory, see Chap. 2, and because of their practical significance as shown by their applications in operating systems and networking, see Chap. 10. Our main result shows that staying within the quota is a necessary condition for a divisor method to solve the Liu–Layland problem. This in fact proves that the divisor methods cannot solve the Liu–Layland problem since no divisor method stays within the quota by Theorem 2.4. Though this result can be deemed negative it provides interesting insights into the solutions of the Liu–Layland problem, for instance, they are not population monotone. Consequently, no population monotone method solves the Liu–Layland problem and therefore any method that solves this problem must suffer from the population paradox. That is sometimes even if task \( i \)'s run-time increases and task \( j \)'s run-time decreases, the task \( i \) may get fewer allocations and task \( j \) may get more allocations with the new run-times than they do with the original run-times in the same time interval \([0, t]\). Finally, we show that slight modifications of the Adams’s and Jefferson’s divisor methods solve the Liu–Layland problem. These modifications result into the quota-Adams and the quota-Jefferson divisor methods introduced by Balinski and Young [2], and Still [96]. These particular quota
methods are chosen in this chapter because they are conceptually the simplest and computationally the most efficient ones among all quota divisor methods. The following summarizes the correspondence between the Liu–Layland problem and the apportionment problem discussed in Chap. 2:

- number of tasks \( n \) \( \leftrightarrow \) number of states \( n \)
- task \( i \) \( \leftrightarrow \) state \( i \)
- total run-time of task \( i \) in \([0, L]\) \( \leftrightarrow \) population \( p_i(=d_i) \) of state \( i \)
- position in sequence \( h \) \( \leftrightarrow \) size of house \( h \)
- total time \( x_{ih} \) allocated to task \( i \) in \([0, h]\) \( \leftrightarrow \) \( a_i \) for a house of size \( h \)
- cycle time \( L \) \( \leftrightarrow \) total population \( P = \sum_{i=1}^{n} p_i \).

We now show two necessary conditions for divisor methods to solve the Liu–Layland periodic scheduling problem.

**Lemma 8.8.** Staying above lower quota is a necessary condition for any divisor method to solve the Liu–Layland problem.

**Proof.** By contradiction. Let us consider any divisor method \( M \) that does not stay above lower quota and solves the Liu–Layland problem at the same time. Since \( M \) does not stay above lower quota, then there exist a vector of populations \( p = (p_1, p_2, \ldots, p_n) \), \( n \geq 3 \) since all divisor methods stay within the quota for all \( 2 \)–state problems, see Theorem 2.5, and the house size \( h \) for which the lower quota (2.3) is not satisfied for some state \( k \), that is

\[
y_{kh} < \lfloor q_k \rfloor = \left\lfloor \frac{p_kh}{P} \right\rfloor.
\]  

(8.3)

By Lemma 2.7, we can assume that \( q_k \) is fractional.

Define an instance of the Liu–Layland problem as follows. For the task \( k \) corresponding to the state \( k \), let \( T_k = h \). Let the run-time of task \( k \) be

\[
C_k = \lfloor q_k \rfloor = \left\lfloor \frac{p_kh}{P} \right\rfloor \leq h.
\]  

(8.4)

At the moment \( t = h \times P \), the total run time of all \( P \) requests for task \( k \) equals

\[
\alpha_k = P \left\lfloor \frac{p_kh}{P} \right\rfloor < P\frac{p_kh}{P} = p_kh.
\]  

(8.5)

For all other tasks \( i \neq k \) the run time is defined as follows

\[
C_i = p_ih,
\]  

(8.6)

and their request periods \( T_i = h \times P \). Thus all other tasks, except \( k \), can be scheduled at any moment up to \( t = h \times P \). Notice that this Liu–Layland instance has a solution by (8.1), since
\[ \sum_{i=1}^{n} \frac{C_i}{T_i} = \frac{\sum_{i=1}^{n} \frac{h p_i}{h \times P} + \left\lfloor \frac{p_{i,k}}{P} \right\rfloor}{h} < \sum_{i=1}^{n} \frac{p_i}{P} = 1. \]

Since \( \mathbf{M} \), by assumption, solves the Liu–Layland problem, then it obtains a periodic sequence \( \mathbf{S}_{LL} \) with \( x_{kh} = C_k \) positions assigned to the task \( k \) in the first request period \( T_k = h \) of this task. By (8.3) and (8.4), \( y_{kh} < C_k \). Moreover, the instance of the apportionment problem \( \mathbf{r} \) with \( r_i = h p_i \) for \( i \neq k \) and \( r_k = P \left\lfloor \frac{p_{k,h}}{P} \right\rfloor < h p_k \) changes the populations according to the following proportions:

\[ \frac{r_i}{r_k} > \frac{h p_i}{h p_k} = \frac{p_i}{p_k} \quad \text{for all } i \neq k. \]

However, since \( x_{kh} > y_{kh} \), and \( h = \sum_{i=1}^{n} x_{ik} = \sum_{i=1}^{n} y_{ik} \), then there is \( i \neq k \) such that \( x_{ih} < y_{ih} \), which contradicts the population monotonicity of method \( \mathbf{M} \). This ends the proof. \( \Box \)

Though staying above the lower quota is a necessary condition for a population monotone method to solve the Liu–Layland problem, which we just proved, it is not a necessary condition for a house monotone method. To show this let us consider the following instance of the Liu–Layland problem:

\[ C_1 = 3, T_1 = 5, C_2 = 2, T_2 = 5 \quad (8.7) \]

and a house monotone (however not a divisor) method, for instance, the original Liu–Layland algorithm [87]. Let us have this algorithm to break ties whenever there is more then one task with the same request period \( T_i \) by assigning the current time slot to a task with the longest run-time. The sequence produced by this algorithm is as follows:

\[ 1 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 2 \quad (8.8) \]

where 1 and 2 denote the unit time allocations of tasks 1 and 2 respectively. This sequence solves the Liu–Layland problem, however, it violates the lower quota

\[ \left\lfloor q_2 \right\rfloor = \left\lfloor \frac{2 \times 3}{5} \right\rfloor = \left\lfloor \frac{6}{5} \right\rfloor = 1 \quad (8.9) \]

for task 2 at position 3.

The following lemma presents the second necessary condition.

**Lemma 8.9.** Staying below upper quota is a necessary condition for any divisor method to solve the Liu–Layland problem.

**Proof.** By contradiction. Let us consider any divisor method \( \mathbf{M} \) that does not stay below upper quota and solves the Liu–Layland problem at the same time. Since \( \mathbf{M} \) does not stay below upper quota, then there exists a vector of populations \( \mathbf{p} = (p_1, p_2, \ldots, p_n), n \geq 3 \), and the house size \( h \) for which the upper quota (2.4) is not satisfied for some state \( k \). That is
By Lemma 2.8, we can assume that \( q_k \) is fractional.

Define an instance of the Liu–Layland problem as follows. For the task \( k \) corresponding to the state \( k \), let \( T_k = h \). Let the run-time of task \( k \) be

\[
C_k = \left\lceil \frac{p_k h}{P} \right\rceil = [q_k] < h.
\] (8.11)

At the moment \( t = h \times P \), the total run time of all \( P \) requests of task \( k \) equals

\[
\alpha_k = P \left\lceil \frac{p_k h}{P} \right\rceil < P \left( \frac{p_k h}{P} + 1 \right) = p_k h + P.
\] (8.12)

For all other tasks \( i \neq k \) the initial run-time is defined as follows

\[
C_i = p_i h,
\] (8.13)

and their request periods \( T_i = h \times P \). The run time \( C_i \) of task \( i \) is now (possibly) reduced by an integer \( \delta_i \), \( \delta_i \geq 0 \), to \( C'_i = C_i - \delta_i \) so that \( C'_i \geq 1 \) and

\[
\sum_{i \neq k} \delta_i = P \left\lceil \frac{p_k h}{P} \right\rceil - p_k h > 0.
\] (8.14)

This reduction is feasible, though it can be done in a number of different ways, since by (8.11)

\[
\sum_{i \neq k} C'_i = h \sum_{i \neq k} p_i - \left( P \left\lceil \frac{p_k h}{P} \right\rceil - p_k h \right) = hP - P \left\lceil \frac{p_k h}{P} \right\rceil
= P \left( h - \left\lceil \frac{p_k h}{P} \right\rceil \right) \geq P \geq n.
\] (8.15)

Notice that this reduced Liu–Layland instance has a feasible solution by (8.1), since

\[
\sum_{i=1}^{n} \frac{C'_i}{T_i} = \sum_{i=1}^{n} \frac{hp_i - \left( P \left\lceil \frac{p_k h}{P} \right\rceil - p_k h \right)}{h \times P} + \frac{\left\lceil \frac{p_k h}{P} \right\rceil}{h} = \sum_{i=1}^{n} \frac{p_i}{P} = 1.
\] (8.16)

Finally, since \( M \), by assumption, solves the Liu–Layland problem, then it obtains a periodic sequence \( S_{LL} \) with \( x_{kh} = C_k \) positions assigned to the task \( k \) in the first request period \( T_k = h \). However, by (8.10) and (8.11) \( y_{kh} > x_{kh} \), and the instance \( r \) where \( r_i = hp_i - \delta_i \) for \( i \neq k \) and \( r_k = P \left\lceil \frac{p_k h}{P} \right\rceil > hp_k \) satisfies the following condition:

\[
\frac{r_i}{r_k} = \frac{hp_i - \delta_i}{P \left\lceil \frac{p_k h}{P} \right\rceil} < \frac{p_i}{p_k} \text{ for all } i \neq k.
\]
However, since $x_{kh} < y_{kh}$, and $h = \sum_{i=1}^{n} x_{ik} = \sum_{i=1}^{n} y_{ik}$, then there is $i \neq k$ such that $x_{ih} > y_{ih}$, which contradicts the population monotonicity of the method $M$. This ends the proof. □

Though staying below upper quota is a necessary condition for a population monotone method to solve the Liu–Layland problem, it is not a necessary condition for a house monotone method. Consider again the instance (8.7) and a house monotone (however not divisor) method that is the original Liu–Layland algorithm [87]. Let us now have this algorithm to break ties whenever there is more then one task with the same request period $T_i$ by assigning the current time slot to a task with the shortest run-time. The sequence produced by this algorithm is as follows:

$$2 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 1$$ (8.17)

where 1,2 denote the unit time allocations of tasks 1 and 2 respectively. This sequence solves the Liu–Layland problem, however, it violates the upper quota

$$\lceil q_2 \rceil = \left\lceil \frac{2 \times 2}{5} \right\rceil = \left\lceil \frac{4}{5} \right\rceil = 1$$ (8.18)

for task 2 at position 2.

The following theorem summarizes our results.

**Theorem 8.10.** Satisfying quota is a necessary condition for any divisor method to solve the Liu–Layland problem.

**Proof.** Follows immediately from Lemmas 8.8 and 8.9. □

Thus, by Theorem 2.4 we have an immediate conclusion formulated as Corollary 8.11.

**Corollary 8.11.** No divisor method solves the Liu–Layland problem.

There are, however, divisor methods that stay above the lower quota, or below the upper quota as stated in the following lemmas, see Balinski and Young [2].

**Lemma 8.12.** The Jefferson’s method is a unique divisor method that stays above lower quota.

**Lemma 8.13.** The Adams’s method is a unique divisor method that stays below upper quota.

The following examples show that indeed neither Jefferson’s nor Adams’s method solve the Liu–Layland problem.

**Example 8.14.** The Jefferson’s method of apportionment does not solve the Liu–Layland problem.
8.4 Divisor Methods for the Liu–Layland Problem

Proof. Consider an instance of four tasks.

\[ T_1 = 5, C_1 = 3, T_2 = 5, C_2 = 1, T_3 = 10, C_3 = 1, T_4 = 10, C_4 = 1. \] (8.19)

The rate monotonic scheduler proposed by Liu–Layland [87] gives the following sequence for the tasks:

\[ 1 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 4. \] (8.20)

The transformation of the instance to the apportionment problem results into four state instance with populations

\[ p_1 = \frac{L}{T_1} = 6, p_2 = \frac{L}{T_2} = 2, p_3 = \frac{L}{T_3} = 1, p_4 = \frac{L}{T_4} = 1, \] (8.21)

where \( L = \text{lcm}(5, 10) = 10. \) The Jefferson’s method results in the following sequence.

\[ 1 \rightarrow 1 \rightarrow 1 \leftarrow \rightarrow 2 \rightarrow 1 \rightarrow 1 \leftarrow \rightarrow 2 \leftarrow \rightarrow 3 \leftarrow \rightarrow 4, \] (8.22)

where \( x \leftarrow \rightarrow y \) means that the \( x \) and \( y \) can be interchanged in the sequence. In (8.22) only two (instead of required three) positions between positions 6 and 10 are occupied by task 1. Thus, (8.22) is not periodic. \( \square \)

Example 8.15. The Adams’s method of apportionment does not solve the Liu–Layland problem.

Proof. Consider again the instance (8.19). The Adams’s method results in the following sequence.

\[ 1 \rightarrow 2 \rightarrow 3 \leftarrow \rightarrow 4 \rightarrow 1 \rightarrow 1 \rightarrow 2 \leftarrow \rightarrow 1 \rightarrow 1 \rightarrow 1 \] (8.23)

for the apportionment problem (8.21). In (8.23) only two (instead of required three) positions between positions 1 and 5 are occupied by task 1. Thus, (8.23) is not periodic. \( \square \)

8.4.2 Adjusting the Jefferson’s Method to Solve the Liu–Layland Problem

We now show that it is possible to adjust the Jefferson’s method to solve the Liu–Layland problem. We begin with the following observation.

Lemma 8.16. The Jefferson’s method assures that for every task \( i \) the cumulative run-time \( a_i \) of this task at the end of its \( k \)th request period \( kT_i \) fulfils the following condition:

\[ a_i \geq kC_i. \] (8.24)
Proof. The Jefferson’s method is the only divisor method that satisfies the lower quota \( q_i \) of any task \( i \). By Lemma 8.12, we have
\[
a_i \geq \left\lfloor \frac{h \times p_i}{\sum_{i=1}^{n} p_i} \right\rfloor, \tag{8.25}
\]
for any house size \( h \). By setting \( p_i = \frac{LC_i}{T_i}, \sum_{i=1}^{n} p_i = L \) and finally \( h = kT_i \) for some \( k = 1, 2, \ldots \) and by substituting those values in (8.25) we obtain
\[
a_i \geq \left\lfloor \frac{(kT_i) \times \left( \frac{LC_i}{h} \right)}{L} \right\rfloor = kC_i. \tag{8.26}
\]
Since \( kC_i \) is an integer, this completes the proof. \( \Box \)

Lemma 8.16 guarantees that the task \( i \) runs for at least \( kC_i \) time units by the end of the \( k \)th request period \( kT_i \) which however does not guarantee that \( i \) runs for \( C_i \) time units in each interval \( [(\ell - 1)T_i, \ell T_i], \ell = 1, \ldots, k \). We illustrated this problem in Example 8.14. To rectify the problem we can modify the Jefferson’s method so that before allocating the next time unit to task \( i \) according to the standard Jefferson’s method the upper quota of that task is verified and if it is not violated the task is allocated the unit. Otherwise the task must be put on hold. This rule is nothing but the quota method of Balinski and Young [2]. More formally, their method for any apportionment \( a \), vector of population \( p \) and house size \( h \) defines the set of states that can receive the next seat at house size \( h + 1 \) without exceeding their upper quota, \( U(p,a) \), as follow:
\[
U(p,a) = \left\{ i : a_i < \frac{p_i(h+1)}{P} \right\}. \tag{8.27}
\]
We have \( U(p,a) \neq \emptyset \) for every \( p \) and \( a \) because otherwise at the house of size \( h \) the sum of apportioned seats would exceed \( h \). Thus the quota satisfying solution can be defined by the following recursive procedure:

1. \( M(p,0) = 0 \)
2. If \( M(p,h) = a \) and \( k \) maximizes \( \frac{p_k}{a_k+1} \) over all \( k \in U(p,a) \), then \( b \in M(p,h+1) \) with \( b_k = a_k + 1 \) and \( b_j = a_j \) for all \( j \neq k \)

Let us now consider the instance from Example 8.14. Using the procedure of Balinski and Young [2] just presented we obtain the following possible sequences:

\[
\begin{align*}
1 & \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 4 \\
1 & \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 4 \rightarrow 1 \rightarrow 2 \\
1 & \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 4 \rightarrow 1 \\
1 & \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 1 \rightarrow 1 \rightarrow 4 \rightarrow 2 \rightarrow 1.
\end{align*}
\]

Notice that each is a periodic sequence required by the Liu–Layland problem.
8.4.3 Adjusting the Adams’s Method to Solve the Liu–Layland Problem

For the Adams’s method following lemma can be proved.

Lemma 8.17. The Adams’s method assures that for every task $i$ the cumulative run time $a_i$ of this task at the end of its $k$th request period $kT_i$ fulfills the following condition:

$$a_i \leq kC_i. \quad (8.28)$$

Proof. The proof is similar to the proof of Lemma 8.16 and thus will be omitted. \(\Box\)

Lemma 8.17 guarantees that the task $i$ runs for at least $(\ell - k)C_i$ time units from the end of the $k$th request period $kT_i$ until $L$ which however does not guarantee that $i$ runs for $C_i$ time units in each interval $[(\ell - 1)T_i, \ell T_i]$, $\ell = k + 1, \ldots, L$. We illustrated this problem in Example 8.15. To correct the problem we can modify the Adams’s method to solve the Liu–Layland in a similar fashion as was shown for the Jefferson’s method, Balinski and Young [2], we omit details of this modification here.

We finally remark that in general any divisor method can be modified to satisfy quota and thus to solve the Liu–Layland problem using the general Still’s procedure [96].

8.5 The Pinwheel Scheduling

The pinwheel schedule is defined as follows:

Definition 8.18 (Pinwheel Schedule). A pinwheel schedule on alphabet $\{1, 2, \ldots, n\}$ is an infinite sequence $\Pi = s_1 s_2 \ldots$ such that

1. $s_j \in \{1, 2, \ldots, n\}$ for all $j \in \mathbb{N}$ and
2. Each $i \in \{1, 2, \ldots, n\}$ occurs at least once in any subsequence $\sigma$ consisting of $b_i$ consecutive elements of $\Pi$

The pinwheel scheduling problem is then to find a pinwheel schedule for given $b_i, i = 1, \ldots, n$, or show that the schedule does not exist. Although the definition of pinwheel schedule requires it to be infinite, it is well-known that if the schedule exists, then there exists a periodic schedule whose period does not exceed the product $\prod b_i$. A pinwheel schedule is given in the following example.

Example 8.19. The pinwheel schedule for $b_1 = 3, b_2 = 4, b_3 = 7$, and $b_4 = 10$ is shown below,

$$(1 \to 3 \to 2 \to 1 \to 4 \to 2 \to 1 \to 3 \to 2 \to 1 \to 4 \to 2)^\infty. \quad \square$$
However, the pinwheel schedule may not always exist. We then say that the instance for which this happens is not schedulable. The following example gives one such instance.

**Example 8.20.** Consider the $b_1 = 3, b_2 = 4, b_3 = 5, b_4 = 5$ instance of the pinwheel problem. This instance is not schedulable. To show this let us assume that the instance is schedulable. Then, there is a periodic schedule $s^\infty$ whose period $s$ is not longer than $3 \times 4 \times 5 \times 5$. The $s^\infty$ must have some two adjacent copies of $i = 1$ separated by exactly two other symbols different than 1. Otherwise, the $s^\infty$ would solve the instance $(2, 4, 5, 5)$ which leads to a contradiction since $\frac{1}{2} + \frac{1}{3} + \frac{1}{5} + \frac{1}{5} > 1$.

Therefore, without loss of generality, the following subsequence must occur in $s^\infty$

$$** \to * \to 4 \to 1 \to 2 \to 3 \to 1 \to 4$$

which can not be extended to the left since the two positions ** and * are contested by 1, 2, and 3. This proves that there is no sequence $s^\infty$ such that its any subsequence of three includes at least one 1, any subsequence of four includes at least one 2, and any subsequence of five includes at least one 3 and at least one 4. However, there is a sequence $s$ such that there is a 1 in any subsequence $s_{3i-2}s_{3i-1}s_{3i}$, a 2 in any subsequence $s_{4i-3}s_{4i-2}s_{4i-1}s_{4i}$, and a 3 and a 4 in any subsequence $s_{5i-4}s_{5i-3}s_{5i-2}s_{5i-1}s_{5i}$, $i = 1, 2, \ldots$. This sequence is simply the periodic schedule of the Liu–Layland problem for $C_1 = 1, T_1 = 3, C_2 = 1, T_2 = 4, T_3 = 2, C_3 = 5$ which is shown in Example 8.1 in Chap. 8. Therefore, synchronization of the satellite orbital characteristics simplifies the scheduling of satellite communication with a ground station without data loss and guarantee a solution as long as

$$\sum \frac{1}{b_i} \leq 1.$$

In Example 8.20 we have

$$\frac{1}{b_1} + \frac{1}{b_2} + \frac{1}{b_3} + \frac{1}{b_4} = \frac{1}{3} + \frac{1}{4} + \frac{1}{5} + \frac{1}{5} = \frac{59}{60}.$$

Generally, the higher the instance density

$$\sum \frac{1}{b_i}$$

the more difficult, if possible at all, is to find a pinwheel schedule. Fishburn and Lagarias [97] prove the following theorem.

**Theorem 8.21.** There is a pinwheel schedule for any instance with

$$\sum \frac{1}{b_i} \leq \frac{3}{4}.$$

Example 8.20 shows that there are instances with
for which no pinwheel schedule exists, actually the simplest such an instance is
\( b_1 = 2, b_2 = 3, \) and \( b_3 \) any positive integer grater than 5. Chan and Chin [98] con-
jecture that

**Conjecture 8.22.** There is a pinwheel schedule for any instance with
\[ \sum \frac{1}{b_i} \leq \frac{5}{6}. \]

The conjecture is supported by the three-value theorem of Lin and Lin [99].

**Theorem 8.23.** There is a pinwheel schedule for any instance with at most three
different values in the multiset \( \{b_1, \ldots, b_n\} \) and
\[ \sum \frac{1}{b_i} \leq \frac{5}{6}. \]

As well as by the following theorem of Fishburn and Lagarias [97].

**Theorem 8.24.** There is a pinwheel schedule for any instance with value 2 in the
multiset \( \{b_1, \ldots, b_n\} \) and
\[ \sum \frac{1}{b_i} \leq \frac{5}{6}. \]

The pinwheel scheduling problem is still not shown to be NP-hard, either
ordinary or strong, see Chen and Mok in the Handbook of Scheduling [100]. How-
ever, it is conjectured that the problem is NP-hard. The proof of Theorem 9.3 is
insufficient to prove the NP-hardness of the pinwheel scheduling problem since the
latter specifies each satellite individually and therefore model \( m + 1 \) with demand
\( (K + 2)L(1 - \sum \frac{1}{b_i}) \) in this proof would have to be turned into \( (K + 2)L(1 - \sum \frac{1}{b_i}) \) satellites each with time window \( L \). This, however, may result into an exponential
number of satellites, since we can not generally limit the value \( (K + 2)L(1 - \sum \frac{1}{b_i}) \) by
the polynomial of the input size being \( O(\log(b_i + 1)) \), and thus the transformation
of Theorem 9.3 would not be polynomial.

The security and fault tolerance in computer networks lead to a more general pin-
wheel scheduling problem introduced by Baruah and Bestavros [91] where a mes-
sage is split into \( b \) equal size blocks by using the Information Dispersal Algorithm
developed by Rabin [101], so that any \( a \leq b \) out of these \( b \) suffices to reconstruct a
message. We illustrate the problem by the following example with three messages
\( i = 1, 2, 3 \) where message 1 has 5 blocks, message 2 has 3 blocks, and message 3
has 2 blocks. Without dispersion the 10 blocks of the 3 messages can be transmitted
according to the following sequence

\[ 1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1 \]
for instance. However, then if any block is lost or gets corrupted during transmission, then the delay in retrieving the block is the time needed to transmit 10 blocks. By dispersing message 1 in 15 blocks of which any 5 would suffice to reconstruct it, message 2 in 9 blocks of which any 3 would suffice to reconstruct it, and message 3 in 6 blocks of which any 2 would suffice to reconstruct it we get a sequence

\[(1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1)^3\]

The delay to recover any single block lost during transmission does not exceed 3, 4, and 5 for messages 1, 2, and 3 respectively in the sequence with the dispersion. Furthermore, there are at least 5 copies of 1 in any subsequence of 10 consecutive blocks, at least 3 copies of 2 in any subsequence of 10 consecutive blocks, and at least 2 copies of 3 in any subsequence of 10 consecutive blocks. The delay can be controlled by setting a size \(b_i\) of a time window independently for each message and requesting that a sliding time window of that size always includes enough, that is \(a_i\), blocks of that message to recover it completely. This leads the generalized pinwheel scheduling problem defined as follows.

**Definition 8.25 (Generalized Pinwheel Schedule).** A generalized pinwheel schedule on alphabet \(\{1, 2, \ldots, n\}\) is an infinite sequence \(S = s_1s_2\ldots\) such that

1. \(s_j \in \{1, 2, \ldots, n\}\) for all \(j \in \mathbb{N}\) and
2. Each \(i \in \{1, 2, \ldots, n\}\) occurs at least \(a_i\) times in any subsequence \(\sigma\) consisting of \(b_i\) consecutive elements of \(S\).

The problem is NP-hard.

**Theorem 8.26.** The generalized pinwheel scheduling problem is NP-hard.

**Proof.** Follows immediately from the proof of Theorem 9.3. \(\Box\)

### 8.6 Applications to Pinwheel Scheduling

We now discuss some additional properties of bottleneck optimal sequences and then apply them to the pinwheel scheduling problem later in this section.

#### 8.6.1 Additional Properties

Let \(d = d_1, \ldots, d_n\) be an instance of the bottleneck problem. In this and following sections we shall use the term letter (or symbol) instead of model. Let \(r_i = \frac{d_i}{b_i}\), where \(a_i\) and \(b_i\) are relatively prime, be the rate for letter \(i\). We shall consider an infinite periodic sequence \(S = s^\infty\) with cycle \(s\) obtained by the algorithm, for instance, described in Chap. 5 with a given bound \(B\) on the bottleneck deviation.
First, we show that any subsequence $w$ of $S$ that starts with an $i$, ends with an $i$, and includes exactly $k a_i$ copies of $i$ is not longer than $k b_i + 1$, $k = 1, 2, \ldots$. Let the first occurrence of $i$ in the subsequence $w$ be the copy $j + 1$ of $i$, and the last occurrence of $i$ in the subsequence $w$ be the copy $j + k a_i$ of $i$. In $S$, copy $j + 1$ can not be in any position prior to $E(i, j + 1)$ and copy $j + k a_i$ can not be in any position later than $L(i, j + k a_i)$ for a given feasible $B$. We have the following upper bound on the difference between the latter and the former in $S$ with $B < 1$.

**Lemma 8.27.** For $B < 1$ and $k = 1, 2, \ldots$ $j = 0, 1, \ldots$, we have

$$L(i, j + k a_i) - E(i, j + 1) \leq k b_i,$$

and

$$L(i, k a_i) \leq k b_i,$$

where $i = 1, \ldots, n$.

**Proof.** By Theorem 5.1

$$L(i, j + k a_i) = \left\lfloor \frac{j + k a_i - 1 + B}{r_i} + 1 \right\rfloor,$$

and

$$E(i, j + 1) = \left\lceil \frac{j + 1 - B}{r_i} \right\rceil.$$

Thus,

$$L(i, j + k a_i) - E(i, j + 1) \leq k b_i + 1 + \frac{2B - 2}{r_i}. \quad (8.29)$$

Since $B < 1$, then $1 + \frac{2B - 2}{r_i} < 1$. Thus, since the left hand side of the inequality (8.29) is integral, then, we have

$$L(i, j + k a_i) - E(i, j + 1) \leq k b_i.$$ 

Finally,

$$L(i, k a_i) = \left\lfloor \frac{k a_i - 1 + B}{r_i} + 1 \right\rfloor = k b_i + 1 - \left\lceil \frac{1 - B}{r_i} \right\rceil \leq k b_i,$$

for $B < 1$. \[\square\]

The bound can be slightly reduced for the $i$s with small ratios $\frac{a_i}{b_i}$. More precisely, we have.

**Lemma 8.28.** If $\frac{a_i}{b_i} \leq \frac{1}{n-1}$, then there is a sequence $S$ with

$$L(i, j + k a_i) - E(i, j + 1) \leq k b_i - 1,$$

for $k = 1, 2, \ldots$ $j = 0, 1, \ldots$.

**Proof.** Consider the inequality (8.29) for $B = 1 - \frac{1}{2(n-1)}$. By Theorem 5.8 a sequence $S$ with its bottleneck not exceeding this $B$ always exists. For the $S$, we have
as long as \( r_i = \frac{a_i}{b_i} < \frac{1}{n-1} \). Then, however,

\[
L(i, j + ka_i) - E(i, j + 1) < kb_i, \tag{8.30}
\]

The inequality (8.30) holds for \( \frac{a_i}{b_i} = \frac{1}{n-1} \) as well. We then have

\[
L(i, j + ka_i) = kb_i + j(n - 1)
\]

and

\[
E(i, j + 1) = j(n - 1) + 1,
\]

thus

\[
L(i, j + ka_i) - E(i, j + 1) = kb_i - 1.
\]

This proves the lemma. \( \square \)

By Lemmas 8.27 and 8.28 we prove.

**Theorem 8.29.** Let \( S \) be a sequence with bottleneck deviation \( B < 1 \). Then any its subsequence \( w \) that starts with an \( i \), ends with an \( i \), and has \( ka_i \) copies of \( i \) is not longer than \( kb_i + 1 \), \( k = 1, 2, \ldots \). Moreover, for any \( i \) with \( \frac{a_i}{b_i} \leq \frac{1}{n-1} \) the subsequence \( w \) is not longer than \( kb_i \), \( k = 1, 2, \ldots \) for \( B = 1 - \frac{1}{2(n-1)} \).

**Proof.** Let the first occurrence of \( i \) in the subsequence \( w \) be the copy \( j + 1 \) of \( i \), and the last occurrence of \( i \) in the subsequence \( w \) be copy \( j + ka_i \) of \( i \). In \( S \), copy \( j + 1 \) can not be in any position prior to \( E(i, j + 1) \) and copy \( j + ka_i \) can not be in any position after \( L(i, j + ka_i) \) if the bottleneck of \( S \) is at most \( B \). By Lemma 8.27, the difference between the latter and the former is at most \( kb_i \) but since a copy of \( i \) can occupy the position \( E(i, j + 1) \), the sequence can not be longer than \( kb_i + 1 \) which proves the first part of the theorem. The second part follows from Lemma 8.28. \( \square \)

Second, we show that any subsequence \( w \) of \( s \) with at least \( ka_i + 2 \) copies of \( i \) is not shorter than \( kb_i + 1 \), \( k = 1, 2, \ldots \). Let the first copy of \( i \) and the last copy of \( i \) in subsequence \( w \) be copies \( j \) and \( l \) respectively. Obviously, \( l \geq j + ka_i + 1 \), otherwise there would be less than \( ka_i + 2 \) copies of \( i \) in subsequence \( w \). In \( S \), copy \( j \) can not be in any position higher than \( L(i, j) \) and copy \( j + ka_i + 1 \) can not be in any position prior to \( E(i, j + ka_i + 1) \) for a given feasible \( B \). We have the following lower bound on the difference between the latter and the former in \( S \) with \( B < 1 \).

**Lemma 8.30.** For \( B < 1 \) and \( k = 1, 2, \ldots \), \( j = 1, \ldots \), we have

\[
E(i, j + ka_i + 1) - L(i, j) \geq kb_i,
\]

where \( i = 1, \ldots , n \).
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Proof. By Theorem 5.1

\[ E(i, j + ka_i + 1) = \left\lceil \frac{j + ka_i + 1 - B}{r_i} \right\rceil, \]

and

\[ L(i, j) = \left\lfloor \frac{j - 1 + B}{r_i} + 1 \right\rfloor. \]

Thus,

\[ E(i, j + ka_i + 1) - L(i, j) \geq kb_i - 1 + \frac{2 - 2B}{r_i}. \]  \hspace{1cm} (8.31)

Since \( B < 1 \), then \( \frac{2 - 2B}{r_i} - 1 > -1 \). Thus, since the left hand side of the inequality (8.31) is integral, thus, we have

\[ E(i, j + ka_i + 1) - L(i, j) \geq kb_i. \]

\[ \square \]

The bound can be slightly increased for the \( i \)s with small ratios \( \frac{a_i}{b_i} \). More precisely, we have.

Lemma 8.31. If \( \frac{a_i}{b_i} \leq \frac{1}{n-1} \), then there is a sequence \( S \) with

\[ E(i, j + ka_i + 1) - L(i, j) \geq kb_i + 1, \]

for \( k = 1, 2, \ldots \) \( j = 0, 1, \ldots \) for \( B = 1 - \frac{1}{2(n-1)} \).

Proof. Consider the inequality (8.31) for \( B = 1 - \frac{1}{2(n-1)} \). By Theorem 5.8 a sequence \( s \) with its bottleneck not exceeding this \( B \) always exists. For the \( S \), we have

\[ -1 + \frac{2 - 2B}{r_i} > 0 \]

as long as \( r_i = \frac{a_i}{b_i} < \frac{1}{n-1} \). Then, however,

\[ E(i, j + ka_i + 1) - L(i, j) > kb_i. \]  \hspace{1cm} (8.32)

The inequality (8.32) holds for \( \frac{a_i}{b_i} = \frac{1}{n-1} \) as well. We then have

\[ E(i, j + ka_i + 1) = kb_i + j(n - 1) + 1 \]

and

\[ L(i, j) = j(n - 1), \]

thus

\[ E(i, j + ka_i + 1) - L(i, j) = kb_i + 1 \]

which proves the lemma. \( \square \)

Lemmas 8.30 and 8.31 imply the following theorem.
Theorem 8.32. Let $S$ be a sequence with bottleneck deviation $B < 1$. Then, any its subsequence $w$ with at least $ka_i + 2$ copies of $i$ is not shorter than $kb_i + 1$, $k = 1, 2, \ldots$. Moreover, for any $i$ with $\frac{a_i}{b_i} \leq \frac{1}{n-1}$ the subsequence $w$ is not shorter than $kb_i + 2$, $k = 1, 2, \ldots$.

Proof. Let the first occurrence of $i$ in the subsequence $w$ be the copy $j$ of $i$, and the last occurrence of $i$ in the subsequence $w$ be copy $l$ of $i$. We have, $l \geq j + ka_i + 1$ since there are at least $ka_i + 2$ occurrences of $i$ in $w$. In $s$, copy $j$ can not be in any position after $L(i, j)$ and copy $j + ka_i + 1$ can not be in any position prior to $E(i, j + ka_i + 1)$ if the bottleneck of $s$ is at most $B$. By Lemma 8.30, the difference between the latter and the former is at least $kb_i$ but since a copy of $i$ can occupy the position $L(i, j)$, the sequence can not be shorter than $kb_i + 1$ which proves the first part of the theorem. The second part follows from Lemma 8.31. □

We use the two lemmas to characterize the distribution of letter $i$ in $S$ with $B < 1$.

Theorem 8.33. Let $s_{j+1} \ldots s_{j+b_i}$ be any subsequence of $b_i$ consecutive letters of $S = a^w$ with $B < 1$. Then, letter $i$ occurs either $a_i - 1$, or $a_i$, or $a_i + 1$ times in the subsequence. Furthermore, if the closest subsequences $s_{j+1} \ldots s_{j+b_i}$ and $s_{j+1+b_i} \ldots s_{j+(k+1)b_i}$, for some $k \geq 1$ have $a_i - 1$ copies of letter $i$ each, then $k \geq 2$ and there are exactly $(k - 1)a_i + 1$ copies of $i$ in the sequence $s_{j+1+b_i} \ldots s_{j+kb_i}$.

Proof. Consider a subsequence $w = s_{j+1} \ldots s_{j+b_i}$, $j \geq 0$, of $S$. We first show that there are at least $a_i - 1$ copies of $i$ in $w$. This claim obviously holds for $a_i = 1$. Thus, let $a_i \geq 2$. Assume that the number of copies of $i$ in $w$ is less than $a_i - 1$. Then, if there is no $i$ in $s_1 \ldots s_j$, then there is $l > j + b_i + 1$ such that $s_l = i$ and the sequence $s_1 \ldots s_l$ has exactly $a_i$ copies of $i$ but this contradicts Lemma 8.27 since $L(i, a_i) \leq b_i$ for $B < 1$. Now, if $i$ occurs in $s_1 \ldots s_j$, then there are $k \leq j$ and $l > j + b_i$ such that $s_k = s_l = i$ and the sequence $s_k \ldots s_l$ has exactly $a_i$ copies of $i$. However, $l - k + 1 > b_i + 1$ which contradicts Theorem 8.29. Therefore, there is at least $a_i - 1$ copies of $i$ in $s_{j+1} \ldots s_{j+b_i}$.

Let us now assume that there are at least $a_i + 2$ copies of $i$ in $w$. This, however, contradicts Theorem 8.32. Therefore, the only possible numbers of copies of $i$ in $s_{j+1} \ldots s_{j+b_i}$ are $a_i - 1$, $a_i$, and $a_i + 1$, which completes the proof of the first part of the theorem.

Now, let $s_{j+1} \ldots s_{j+b_i}$ and $s_{j+kb_i+1} \ldots s_{j+(k+1)b_i}$ for $k \geq 1$ be two subsequences with $a_i - 1$ copies of $i$. By contradiction. Assume that each sequence $s_{j+lb_i+1} \ldots s_{j+(l+1)b_i}$, $0 < l < k$, if any, in between the two has exactly $a_i$ copies of $i$. Then, if there is no $i$ in $s_1 \ldots s_j$, then sequence $s_1 \ldots s_{j+(k+1)b_i}$ has no more than $(k+1)a_i - 2$ copies of $i$ and thus there is $l > j + (k+1)b_i + 1$ such that $s_l = i$ and the sequence $s_1 \ldots s_l$ has exactly $(k+1)a_i$ copies of $i$ but this contradicts Lemma 8.27 which implies $L(i, (k+1)a_i) \leq (k+1)b_i$ for $B < 1$. If there is an $i$ in $s_1 \ldots s_j$, then there are $h \leq j$ and $l > j + (k+1)b_i + 1$ such that $s_h = s_l = i$ and the sequence $s_h \ldots s_j$ has exactly $(k+1)a_i$ copies of $i$. However, $l - h + 1 > (k+1)b_i + 1$ which contradicts Theorem 8.29. Therefore, in both cases $k \geq 2$, and there must be a sequence $s_{j+lb_i+1} \ldots s_{j+(l+1)b_i}$, $0 < l < k$ with $a_i + 1$ copies of $i$. 
8.6 Applications to Pinwheel Scheduling

To complete the proof we observe that there is a positive integer \( \alpha \) such that \( \alpha_i b_i = D \) and \( \alpha_i a_i = d_i \) consequently there are \( \alpha_i a_i \) copies of \( i \) in \( s = s_1 \ldots s_D \).

For any \( j, j = 0, \ldots, b_i - 1 \), consider sequences \( w_k = s_{j + (k + 1)b_i} \ldots s_{j + (k + 1)b_i} \) for \( k = 0, \ldots, \alpha_i - 2 \), and \( w_{\alpha_i - 1} = s_{j + (\alpha_i - 1)b_i + 1} \ldots s_D s_1 \ldots s_j \).

Let \( w_{j_0}, \ldots, w_{j_m} \) for \( j_0 < \ldots < j_m \) be all the sequences with \( a_i - 1 \) copies of \( i \). Then there must be exactly one sequence \( w_j \) with \( \bar{j} \mod (m + 1) < j < \bar{j} \mod (m + 1) + 1 \) with \( a_i + 1 \) copies of \( i \). This claim follows from the fact that there must be at least one such a sequence, which we have already shown, and the fact that there cannot be more than one since the number of \( i \)s is \( \alpha_i a_i \). \( \square \)

8.6.2 The Applications

We now apply the properties of just-in-time sequences with small bottleneck deviations to the pinwheel scheduling problems. We begin with the following sufficient condition for the existence of the generalized pinwheel schedule.

**Theorem 8.34.** If

\[
\sum_{1 \leq i \leq n} \frac{a_i}{b_i} + \frac{1}{b_i} \leq 1,
\]

then there is a generalized pinwheel schedule for pairs \((a_1, b_1), \ldots, (a_n, b_n)\). The schedule can be found any optimization algorithm for the bottleneck problem.

**Proof.** Let \((a_1, b_1), \ldots, (a_n, b_n)\) be an instance of the generalized pinwheel scheduling problem such that \(\sum_{1 \leq i \leq n} \frac{a_i}{b_i} + \frac{1}{b_i} \leq 1\). Define \(d_i = \frac{L(a_i + 1)}{b_i}\), for \(i = 1, \ldots, n\), where \(L = \text{lcm} (b_1, \ldots, b_n)\). Then, \(\sum_{i=1}^{n} d_i \leq L\), and if \(\sum_{i=1}^{n} d_i < L\), then add a dummy with \(d_{n+1} = L - \sum_{i=1}^{n} d_i\). Theorem 8.33 ensures that any optimization algorithm for the bottleneck problem when applied to this instance with the ratios \(\frac{d_i}{L} = \frac{a_i + 1}{b_i}\), for \(i = 1, \ldots, n\), delivers a sequence with at least \((a_i + 1) - 1 = a_i\) copies of \(i\) in any subsequence of \(b_i\) consecutive letters, and therefore a generalized pinwheel schedule for \((a_1, b_1), \ldots, (a_n, b_n)\). \( \square \)

A similar result was independently obtained by Baruah and Lin [102]. Notice that as a corollary from Theorem 8.34 we have that, see also Holte et al. [90], the following holds.

**Corollary 8.35.** There exists a pinwheel schedule for \((1, b_1), \ldots, (1, b_n)\) if only \(\sum_{1 \leq i \leq n} \frac{1}{b_i} \leq \frac{1}{2}\).

Theorem 6.7 characterizes all instances of the bottleneck problem for \(n = 2\) with the bottleneck deviation \(B^* < \frac{1}{2}\). This small \(B^*\) is key in the proof that the generalized pinwheel schedule always exists for \(n = 2\).
Theorem 8.36. The generalized pinwheel schedule always exists for \( n = 2 \).

Proof. Consider a generalized pinwheel problem instance \( (a_1, b_1), (a_2, b_2) \) for \( n = 2 \). Without loss of generality assume that \( \gcd(a_1, b_1) = \gcd(a_2, b_2) = 1 \). Observe that a pinwheel schedule for \( (\frac{a_1}{\gcd(a_1, b_1)}, \frac{b_1}{\gcd(a_1, b_1)}), (\frac{a_2}{\gcd(a_2, b_2)}, \frac{b_2}{\gcd(a_2, b_2)}) \) is a pinwheel schedule for \( (a_1, b_1), (a_2, b_2) \). If

\[
\frac{a_1}{b_1} + \frac{a_2}{b_2} = 1,
\]

then \( b_1 = b_2 \) and any sequence with \( a_1 \) copies of 1 and \( a_2 \) copies of 2 solves the pinwheel problem.

If

\[
\frac{a_1}{b_1} + \frac{a_2}{b_2} < 1,
\]

then if the product \( b_1 b_2 \) is odd, then there are nonnegative \( \alpha_1 \) and \( \alpha_2 \) such that \( \alpha_1 + \alpha_2 = b_1 b_2 - (a_1 b_2 + a_2 b_1) \geq 1 \)

\[
\frac{a_1}{b_1} \leq \frac{a_1 b_2 + \alpha_1}{b_1 b_2} \text{ and } \frac{a_2}{b_2} \leq \frac{a_2 b_1 + \alpha_2}{b_1 b_2}.
\]

Let \( \beta = \gcd(a_1 b_2 + \alpha_1, a_2 b_1 + \alpha_2, b_1 b_2) \). Define

\[
d_1 = \frac{a_1 b_2 + \alpha_1}{\beta},
\]

\[
d_2 = \frac{a_2 b_1 + \alpha_2}{\beta},
\]

\[
D = \frac{b_1 b_2}{\beta}.
\]

We have \( D = d_1 + d_2 \) and odd since \( b_1 b_2 \) is odd. Thus, exactly one of \( d_1 \) or \( d_2 \) is odd and the other even.

If the product \( b_1 b_2 \) is even, then there are positive \( \alpha_1 \) and \( \alpha_2 \) such that \( \alpha_1 + \alpha_2 = 1 + b_1 b_2 - (a_1 b_2 + a_2 b_1) \geq 2 \)

\[
\frac{a_1}{b_1} \leq \frac{a_1 b_2 + \alpha_1}{b_1 b_2 + 1} \text{ and } \frac{a_2}{b_2} \leq \frac{a_2 b_1 + \alpha_2}{b_1 b_2 + 1}.
\]

Let \( \beta = \gcd(a_1 b_2 + \alpha_1, a_2 b_1 + \alpha_2, b_1 b_2 + 1) \). Define

\[
d_1 = \frac{a_1 b_2 + \alpha_1}{\beta},
\]

\[
d_2 = \frac{a_2 b_1 + \alpha_2}{\beta},
\]

\[
D = \frac{b_1 b_2 + 1}{\beta}.
\]
We have \( D = d_1 + d_2 \) and odd since \( b_1b_2 + 1 \) is odd. Thus, exactly one of \( d_1 \) or \( d_2 \) is odd and the other even.

By Theorem 6.7, \( B^* < \frac{1}{2} \) for \((d_1,d_2)\) if and only if one of \( d_1 \) or \( d_2 \) is odd and the other even. However, for \( B^* < \frac{1}{2} \) copy \( j \) of \( i = 1,2 \) is in position

\[
\left\lfloor \frac{2j - 1}{2r_i} \right\rfloor
\]

and copy \( j + a_i \) in position

\[
\left\lfloor \frac{2(j + a_i) - 1}{2r_i} \right\rfloor \leq b_i + \left\lfloor \frac{2j - 1}{2r_i} \right\rfloor.
\]

Therefore, there are at least \( a_i \) copies of \( i \) in any subsequence of length \( b_i \). This ends the proof. \( \square \)

We now illustrate Theorem 8.36 with an example.

**Example 8.37.** Consider an instance \((a_1 = 2, b_1 = 5), (a_2 = 4, b_2 = 7)\) of the generalized pinwheel scheduling problem. We have

\[
\frac{a_1}{b_1} = \frac{2}{5} \quad \text{and} \quad \frac{a_2}{b_2} = \frac{4}{7},
\]

consequently \( b_1b_2 = 35 \) is odd and \( \alpha = b_1b_2 - (a_1b_2 + a_2b_1) = 35 - (14 + 20) = 1 \). Thus, we can take

\[
d_1 = \frac{15}{5} = 3 \quad d_2 = \frac{20}{5} = 4 \quad \text{and} \quad D = \frac{35}{5} = 7,
\]

where \( \beta = \gcd(a_1b_2 + \alpha_1, a_2b_1 + \alpha_2, b_1b_2) = 5 \). Consider the instance \((d_1 = 3, d_2 = 4)\) of the bottleneck problem. By Theorem 8.36, the three copies of 1 will be in positions

\[
\left\lfloor \frac{2j - 1}{2r_1} \right\rfloor = \left\lfloor \frac{7(2j - 1)}{6} \right\rfloor
\]

for \( j = 1,2,3 \) and the four copies of 2 will be in positions

\[
\left\lfloor \frac{2j - 1}{2r_2} \right\rfloor = \left\lfloor \frac{7(2j - 1)}{8} \right\rfloor
\]

for \( j = 1,2,3,4 \) in an optimal solution for this instance. Therefore, 1 occupies all even-indexed positions, and 2 all odd-indexed positions and the sequence is

\[
2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2. \quad \square
\]

Theorem 8.33 applies to \( n = 3 \) provided the following condition is met

\[
\min\left\{ \frac{a_1 + a_2}{b_1} + \frac{a_3}{b_3}, \frac{a_1}{b_1} + \frac{a_2 + a_3}{b_2} \right\} \leq 1, \quad (8.33)
\]
where \((a_1, b_1), (a_2, b_2)\) and \((a_3, b_3)\) is an instance of the generalized pinwheel scheduling problem with \(n = 3\). Without loss of generality we assume \(b_1 < b_2 < b_3\). The condition allows to reduce the \(n = 3\) case to the \(n = 2\) case with either \((a_1 + a_2, b_1)\) and \((a_3, b_3)\) or \((a_1, b_1)\) and \((a_2 + a_3, b_2)\) depending on whichever of the two instances is feasible.

Example 8.38. Consider the instance \((2, 6), (4, 15),\) and \((3, 19)\) given in Lin and Lin [99]. We have
\[
\frac{2}{6} + \frac{4 + 3}{15} \leq 1,
\]
thus the instance \((2, 6), (7, 15)\) is feasible. Since \(\text{gcd}(2, 6) = 2\), consider \((1, 3), (7, 15)\) instead. We have \(3 \times 15 = 45\) odd, and \(\alpha = 45 - (15 + 21) = 9\). Thus, we can take
\[
d_1 = \frac{15}{15} = 1 \quad d_2 = \frac{30}{15} = 2 \quad \text{and} \quad D = \frac{45}{15} = 3,
\]
where \(\beta = \text{gcd}(a_1 b_2 + \alpha_1 a_2 b_1 + \alpha_2 b_1 b_2) = \text{gcd}(15 + 0, 21 + 9) = 15\). By Theorem 8.36, the single copy of 1 will be in position \(\left\lfloor \frac{(2j-1)}{2r_1} \right\rfloor = 2\) and the two copies of 2 will be in positions
\[
\left\lfloor \frac{(2j-1)}{2r_2} \right\rfloor = \left\lfloor \frac{3(2j-1)}{4} \right\rfloor
\]
for \(j = 1, 2\) in an optimal solution for this instance. Therefore, the sequence is
\[
2 \to 1 \to 2.
\]
Turning one of the 2’s into a 3 we get the following pinwheel schedule
\[
(2 \to 1 \to 3)^\infty,
\]
which actually meets a condition “1 out of 3” for each of the three. Observe, the a different than 0 and 9 choice of \(\alpha_1\) and \(\alpha_2\) respectively could lead to a different sequence. \(\Box\)

Recall from Sect. 8.5 that we can not guarantee the existence of a generalized pinwheel schedule for density higher than \(\frac{5}{6}\) for \(n = 3\). More applications can be found in the exercises.

8.7 Exercises


Exercise 8.40. Show that any divisor method can be adjusted to solve the Liu–Layland problem. Hint: See Still [96]

Exercise 8.42. Show that there is a pinwheel schedule for any instance with at most two different values in the multiset \( \{b_1, \ldots, b_n\} \) and

\[
\sum \frac{1}{b_i} \leq 1.
\]

Hint: See Holte et al. [103] and Theorem 8.36.

Exercise 8.43. Prove Theorem 8.23 for \( \min\{b_1, b_2, b_3\} \geq 18 \).

Exercise 8.44. Show that

\[
L(i, j) + 1 \geq E(i, j + 1) \geq L(i, j),
\]

for \( B = 1 - \frac{1}{D}, i = 1, \ldots, n \) and \( j = 1, \ldots, d_i(\geq 2) \).

Exercise 8.45. Let \((a_i, b_i), i = 1, \ldots, n\) be an instance of the generalized pinwheel scheduling problem. Consider any just-in-time sequence \( s \) with the rates \( r_i = a_i b_i \) and bottleneck deviation not exceeding \( B = 1 - \frac{1}{2(n-1)} \). Show that any sequence of length at least

\[
b_i + 1 + \left\lfloor \frac{n-2}{n-1} \times \frac{b_i}{a_i} \right\rfloor
\]

must have at least \( a_i \) copies of \( i = 1, \ldots, n \).

Exercise 8.46. Find solutions to the generalized pinwheel scheduling problem for each of the following two instances: \((1, 3), (7, 15), (1, 16)\) and \((1, 4), (1, 5), (2, 6)\), see Lin and Lin [99].

8.8 Comments and References

The Liu–Layland periodic scheduling problem was introduced by Liu and Layland [87], see also Devillers and Goossens [104]. Its solution via just-in-time sequencing presented in Sect. 8.3 was given by Kubiak [105]. The divisor methods for the Liu–Layland problem were studied by Józefowska et al. [106] on which Sect. 8.4 is based. Some of the properties of the bottleneck sequences with \( B < 1 \) have been shown by Kubiak [107]. The pinwheel scheduling was introduced by Holte et al. [90] in 1989, and the generalized pinwheel scheduling problem by Baruah and Bestavros [91], see also Baruah and Lin [102]. Theorem 8.34 was given by Kubiak [107], its application to the pinwheel scheduling problem gives a short proof of Corollary 8.35 which was originally proven by Holte et al. [90], see also Baruah and Lin [102]. The pinwheel scheduling problem for two distinct numbers was studied by Holte et al. [103]. Theorem 8.36 gives a short proof that the problem is always feasible, that is a pinwheel schedule with two distinct numbers always exists.
Chapter 9

Temporal Capacity Constraints and Supply Chain Balancing

9.1 Introduction

This chapter discusses leveling off (smoothing out) demand in mixed-model, pull supply chains. These chains respond to customer demand by setting forecast-based demands for each model produced, and pulling supplies required for model production whenever they are needed. To level off and synchronize these supply chains, it is crucial to design model delivery sequence for given demands for models. Two main goals shape this sequence. The external, that is meeting the model demands, and, the internal, that is satisfying the chain temporal capacity constraints. These constraints may render a model delivery sequence difficult to implement through the pull mechanism of the chain just-in-time material flow for the sequence may temporarily impose too much strain on supplier’s resources by setting too high a temporary delivery rate for their supplies.

The chapter addresses the temporal supplier capacity constraints. It presents in Sect. 9.7 a framework for a mixed-model, pull supply chain, and proposes using the model of temporal capacity constraints based on the car sequencing problem to level off demand in the chain. It claims that this model of temporal capacity constraints though typically used to better balance the workload of mixed-model assembly lines may serve a more important and general goal of leveling off demand in the entire supply chain. We assume in particular that supplier $s$ is a subject to a capacity constraint in the form $p_s : q_s$, which means that at most $p_s$ models of the model delivery sequence $S$ in each consecutive sequence of $q_s$ models of $S$ may need options supplied by $s$. A digression: it seems natural here and later in the chapter to use the small letter $s$ to denote a supplier, we hope this notation will not be confused with the notation that uses the letter to denote sequences in other chapters of the book.

The leveling off problem then consists in finding a just-in-time sequence $S$ of length $D$ over models $\{1, \ldots, n\}$, where $i$ occurs exactly $d_i$ times, and which respects the $p_s : q_s$ capacity constraints for each supplier $s$. This type of constraint is an Artificial Intelligence model of temporal capacity constraints intended originally
for sequencing models on mixed-model assembly lines. The problem has been a *cause célèbre* for the constraint programming methods for about 20 years now, see ILOG [108].

Section 9.2 introduces the car sequencing problem, and Sect. 9.3 studies its computational complexity. Section 9.3 also points out a similarity between the car sequencing problem and the generalized pinwheel problem discussed in Chap. 8. While the former seeks sequences with models being sparsely spread throughout the sequence so that not too many copies of the same model are close to one another – thus the “at most $q$ out of $p$” constraint, the latter seeks the opposite, that is a sequence with models being densely packed throughout the sequence – thus the “at least $q$ out of $p$” constraint. Though similar to the car sequencing problem, the pinwheel scheduling problem has lead its independent live in Computer Science for its applications come from the satellite scheduling and the information dispersal algorithms. To the author’s knowledge the literature does not report solutions to the pinwheel problem by constrained programming methods. Section 9.4 presents a dynamic programming algorithm for the car sequencing problem. Section 9.6 presents an integer programming formulation of the car sequencing problem, and Sect. 9.5 gives some characteristics of the instances for which a feasible car sequence exists.

Section 9.8 presents other method of leveling off the chains that has its roots in the theory of regular words. Recall from Chap. 6 that regular words balance workloads in events graphs which can also naturally model flows in mixed-model, pull supply chains. The section investigates certain properties of the model and option delivery sequences. The properties are based on the combinatorics on words, especially on the concept of balanced words which is a more general concept than regular words, Tijdeman [5]. The chapter introduces and explores a link between the model delivery sequences and balanced words, and shows that though balanced words result in optimal workload balancing, see Chap. 6, they can not be obtained for all possible sets of demand rates. The obtainable model delivery sequences are either 2-balanced or 3-balanced at best, that is if they disregard temporal capacity constraints, and thus they are more complex than balanced sequences. Section 9.9 observes that moving downstream of the supply chain the model delivery sequences translate in the option delivery sequences, and thus the variability of the sequences as measured by the degree of their balance increases, a similar effect of increased variability down the supply chain has been well know in the theory of supply chain, see Daganzo [109]. We show bounds on the degree of balance based on minimum bottleneck model delivery sequences studied in Chap. 5.

Finally, the chapter discusses two other techniques to level off the suppliers demand for parts. Section 9.10 discusses the periodic synchronized delivery, and Sect. 9.11 the synchronized delivery models for constructing the model delivery sequence to minimize safety stocks of parts in the mixed-model, pull supply chains. They also show bounds for the safety stocks based on the model delivery sequences with minimum bottleneck.
9.2 The Car Sequencing Problem: A Model of Temporal Capacity Constraints

The car sequencing problem was first introduced by Parello et al. [110] in 1986 to sequence a mix of models to be produced on a single assembly line. In their illustrative example a car assembly line assembles cars with slightly different sets of options, for instance transmissions or air conditioning. Assume, for instance, that the demand for the car models with air conditioning is estimated to be 60% of the total demand. If the cars are moving through the line with a given cycle time so that exactly five of them will pass the air-conditioning workstation in the time it takes to install air-conditioning on a single car, then three teams are the minimum number required at the air-conditioning workstation in order to meet the demand for models with the air-conditioning option. With the three teams whenever a model with air conditioning enters the air-conditioning workstation, an available team starts working on it walking along with the car until it reaches the end of the workstation. At this moment, four more cars will have passed the workstation entrance. If no more than two of them require the air conditioning installation, then the other two teams will be able to handle the workload. If, however, at least one more car requires air conditioning installation, the workstation will be unable to respond fast enough and either the workstation operator will have to push a stop button to slow down the line or a utility team will be called for to finish the work. Thus, having three teams may prove insufficient and a proper sequencing of models must be done to deal with the temporal capacity shortage. That is to avoid the disruption and related costs, the sequence of models that enters the line must meet the 3 out of 5 capacity constraint, also denoted by 3:5, for models with air conditioning. That is no more than three models may require air conditioning out of any consecutive five that enter the assembly line.

The car sequencing problem is defined by a set $M = \{1, \ldots, n\}$ of $n$ models and a set $O = \{1, \ldots, m\}$ of $m$ options. Each model $i$ differs from all other models in $M$ by its subset $O_i \subseteq O$ of options, that is $O_i \neq O_k$ for $i \neq k$. Since there are $2^m$ different subsets of $O$, then the number of models $n$ does not exceed $2^m$, or $\log n \leq m$. The demand vector $d = (d_1, \ldots, d_n)$ for models in $M$ is also given, where $d_i$ is the number of copies of model $i$ to be produced. The problem then is to find a sequence $S$, if any exists or return NO otherwise, of length $D = \sum_{i=1}^{n} d_i$ where model $i$ occurs exactly $d_i$ times that meets the option capacity constraints for each option. The constraints are defined for each option $j \in O$ by giving a pair $p_j : q_j$, $p_j < q_j$, that stipulates that no more than $p_j$ models out of any consecutive $q_j$ models in $S$ may include option $j$. The option content of the models will be also represented by an $m \times n$ binary matrix $C$, where $C_{ji} = 1$ if and only if model $i$ includes option $j$, that is $j \in O_i$.

Example 9.1. Table 9.1 shows an instance of the car sequencing problem with $n = 6$ models and $m = 5$ options. Table 9.2 shows a feasible sequence for the instance in Table 9.1.  □
Table 9.1 An instance of the car sequencing problem

<table>
<thead>
<tr>
<th>Option</th>
<th>Capacity</th>
<th>Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2:3</td>
<td>1 0 0 0 1 1</td>
</tr>
<tr>
<td>2</td>
<td>2:3</td>
<td>0 0 1 1 0 1</td>
</tr>
<tr>
<td>3</td>
<td>1:2</td>
<td>1 0 0 0 1 0</td>
</tr>
<tr>
<td>4</td>
<td>3:5</td>
<td>1 1 0 1 0 0</td>
</tr>
<tr>
<td>5</td>
<td>2:5</td>
<td>0 0 1 0 0 0</td>
</tr>
</tbody>
</table>

Demands 2 3 1 1 2 2

Table 9.2 A feasible sequence of models

<table>
<thead>
<tr>
<th>Option</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 0 1 0 1 0 1 1 0 1 1</td>
</tr>
<tr>
<td>2</td>
<td>0 0 0 1 0 0 1 1 0 1 0</td>
</tr>
<tr>
<td>3</td>
<td>0 0 1 0 1 0 1 0 0 1 0</td>
</tr>
<tr>
<td>4</td>
<td>1 1 1 0 0 1 1 0 1 0 0</td>
</tr>
<tr>
<td>5</td>
<td>0 0 0 1 0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

An interesting feature of the car sequencing problem is that it is relatively easy to prove that the problem is NP-hard even if one significantly constraints the problem instances. This issue will be explored further in the next section.

9.3 The Complexity of the Car Sequencing Problem

Interestingly, the complexity of the car sequencing problem was rightly suspected to be in the class of the NP-hard in the strong sense problems from the time the problem was first formulated, however, it was only in 1998 when Gent [111] showed the problem NP-hard in the strong sense by an elegant transformation from the Hamiltonian path problem, though his transformation requires different capacity constraints for different car options. We now show that the car sequencing problem remains NP-hard in the strong sense even if all demands are unit, that is \( d_i = 1 \), and all options have the same capacity constraints \( 1 : \alpha \) for some positive integer \( \alpha \), that is for each option \( j \) at most 1 in each consecutive \( \alpha \) models of the sequence may require the option \( j \). We have the following theorem.

Theorem 9.2. The car sequencing problem is NP-hard in the strong sense even if the demand for each model is unit and each option capacity constraint is the same \( 1 : \alpha \) for some \( \alpha > 1 \).

Proof. The transformation is from the graph coloring problem, see Garey and Johnson [81]. Let graph \( G = (V, E) \) and \( k \geq 2 \) make up an instance of the graph coloring problem. Let \( |V| = n \) and \( |E| = m \). Take \( k \) disjoint isomorphic copies of
9.3 The Complexity of the Car Sequencing Problem

Let \( G, G^1 = (V^1, E^1), \ldots, G^k = (V^k, E^k) \). Let \( G = (V = \bigcup_{i=1}^k V^i, E = \bigcup_{i=1}^k E^i) \) be the union of the \( k \) copies. Now, consider an independent set \( S \) on \( n \) nodes, that is the graph \( S = (N = \{1, \ldots, n\}, \emptyset) \). Take \( k + 1 \) disjoint isomorphic copies of \( S, S^1 = (N^1, \emptyset), \ldots, S^{k+1} = (N^{k+1}, \emptyset) \). Add an edge between any two nodes of \( N = \bigcup_{i=1}^{k+1} N^i \) being in different copies of \( S \) to make a graph \( S = (N, \mathcal{X} = \bigcup_{i \neq j} N_i \times N_j) \). Notice that \( N^1, \ldots, N^{k+1} \) are independent sets of \( N \) each with cardinality \( n \). No independent set of \( N \) with cardinality \( n + 1 \) exists. Finally, consider a disjoint union of \( G \) and \( N \), that is \( \mathcal{H} = G \cup N = (V \cup N, E \cup \mathcal{X}) \). Clearly, the union has \( nk + n(k + 1) \) nodes and \( mk + \frac{k(k+1)}{2} n^2 \) edges, and thus its size is polynomially bounded in \( n, m \) and \( k \) and consequently polynomial in the size of the input instance of the graph coloring problem. Consider the arc-node incidence matrix \( I \) of graph \( \mathcal{H} \). The columns of \( I \) correspond to the nodes of \( \mathcal{H} \) and they, in turn, correspond to the models. The rows of \( I \) correspond to the edges of \( \mathcal{H} \) and they, in turn, correspond to the options. The demand for each model equals one. The capacity constraint for each option in \( E \) is \( 1 : (n + 1) \), and so is the capacity constraint for each option in \( \mathcal{X} \) is \( 1 : (n + 1) \). We shall refer to any option in \( E \) as the \( E \)-option, and to any option in \( \mathcal{X} \) as \( \mathcal{X} \)-option.

(If) Assume there is a coloring of \( G \) using no more than \( k \) colors. Then, obviously, there is a coloring of \( G \) using exactly \( k \) colors. The coloring defines a partition of \( V \) into \( k \) independent sets \( W_1, \ldots, W_k \). Let \( W_j \subseteq V^i \) be a copy of the independent set \( W_j \) inside of the copy \( G^i \) of \( G \). Define the sets

\[
A_1 = W_1^1 \cup W_2^2 \cup \ldots \cup W_k^k,
A_2 = W_2^1 \cup W_3^2 \cup \ldots \cup W_1^1,
\vdots
A_k = W_k^1 \cup W_{k-1}^2 \cup \ldots \cup W_1^k.
\]

These sets partition set \( V \), moreover, each of them is an independent set of \( G \) of cardinality \( n \). Let us sequence these sets as follows

\[
N^1 A_1 N^2 A_2 \ldots A_k N^{k+1}, \tag{9.1}
\]

then to obtain a sequence of models we sequence models in each set arbitrarily. Next, we observe that each set \( N^j \) is independent thus no \( \mathcal{X} \)-option is used twice by models in \( N^j \). Furthermore, there are \( n \) models with no \( \mathcal{X} \)-option between \( N^j \) and \( N^{j+1} \), \( j = 1, \ldots, k \). Consequently, any two models with an \( \mathcal{X} \)-option are separated by at least \( n \) models without this \( \mathcal{X} \)-option, and therefore the sequence (9.1) respects the \( 1 : (n + 1) \) capacity constraint for each \( \mathcal{X} \)-option. Finally, we observe that each set \( A_j, j = 1, \ldots, n \) is independent, thus no \( E \)-option is used twice by models in \( A_j \). Moreover, there are \( n \) models with no \( \mathcal{X} \)-option between \( A^1 \) and \( A^{j+1} \), \( j = 1, \ldots, k - 1 \). Thus, any two models with an \( E \)-option are separated by at least \( n \) models without this \( E \)-option, and therefore the sequence (9.1) respects the \( 1 : (n + 1) \) capacity constraint for each \( E \)-option. Therefore, sequence (9.1) is a feasible model sequence in the car sequencing problem.
(only if) Let \( S \) be a feasible sequence of models. Let us assume for the time being that \( S \) is of the following form

\[
S = N^1M_1N^2M_2 \ldots M_kN^{k+1}
\]  

(9.2)

where \( \bigcup_{j=1}^k M_j = \mathcal{V} \) and \( |M_j| = n \) for \( j = 1, \ldots, k \). Consider models in \( V^1 \) and the intersections

\[
V_i = M_i \cap V^1, i = 1, \ldots, k.
\]

Obviously, \( \bigcup_{i=1}^k V_i = V^1 \) and each set \( V_i \) is an independent set. Otherwise, there would be an edge \((a, b)\) between some models \( a \) and \( b \) of some \( V_i \). Then, however, the \( \mathcal{E} \)-option \((a, b)\) would be used by both \( a \) and \( b \) models in \( M_i \) of length \( n \) which would make \( S \) infeasible by violating the 1 : \( n+1 \) capacity constraint for the \( \mathcal{E} \)-option \((a, b)\). Consequently, coloring each \( V_i \) with a distinct color would provide a coloring of \( G^1 \) using \( k \) colors. Since \( G^1 \) is an isomorphic copy of \( G \), then the coloring would be a required coloring of \( G \) itself. It remains to show that a feasible sequence of the form (9.2) always exists. To this end, let us consider the following decomposition of \( S \) into \( 2k+1 \) subsequences of equal length \( n \),

\[
S = \gamma_1\gamma_2 \ldots \gamma_{2k+1}.
\]

(9.3)

For each \( \gamma_i \) there is at most one \( N^j \) whose models are in \( \gamma_i \). Otherwise, the 1 : \( n+1 \) constraint for some \( \mathcal{X} \)-option would be violated. Consequently, no \( N^j \) can share \( \gamma_i \), \( i = 1, \ldots, 2k+1 \) with any other \( N^l \), \( j \neq l \). However, since there are only \( 2k+1 \) subsequences \( \gamma_i \), then there must be \( N^{j^*} \) which models completely fill in one of the subsequences \( \gamma_i \). Let us denote this sequence by \( \gamma \). Neither the subsequence \( \gamma_i \) immediately to the left of \( \gamma \), if any, nor to the right of \( \gamma \), if any, may include models from \( \bigcup_{j \neq j^*, l=1}^{j^*+1} N^l \). Otherwise, the 1 : \( n+1 \) constraint for some \( \mathcal{X} \)-option would be again violated. Consequently, there are at most \( 2k-1 \) subsequences with models from \( \bigcup_{j \neq j^*, l=1}^{j^*+1} N^l \) in \( S \), but this again implies the existence of \( N^{j^*'}, j^* \neq j^* \), which models completely fill in one of the subsequences \( \gamma_i \), say \( \gamma^* \). Furthermore, neither the subsequence \( \gamma_i \) immediately to the left of \( \gamma^* \), if any, nor to the right of \( \gamma^* \), if any, may include models from \( \bigcup_{j \neq j^*}^{j^*+1} N^l \). By continuing this argument we reach a conclusion that for any feasible \( S \) there is an injection \( f \) of \( \{N^1, \ldots, N^{k+1}\} \) into \( \{\gamma_1, \ldots, \gamma_{2k+1}\} \) such that the sequence \( f(N^i) \) is made up of models from \( N^i \) only, \( i = 1, \ldots, k+1 \). Also, if \( \gamma_i \) and \( \gamma_j \) are mapped into then \( |i - j| \geq 2 \). This injection \( f \) is only possibly if \( s \) is of the form (9.1), which we needed to prove. \( \square \)

The car sequencing remains NP-hard even if different models do not share any option, that is \( O_i \cap O_j = \emptyset \) for \( i \neq j \) and \( |O_i| = 1 \) for \( i = 1, \ldots, n \). We will refer to this subproblem as the singular car sequencing problem. This subproblem is NP-hard as the following theorem shows.

**Theorem 9.3.** The car sequencing problem is NP-hard even if each model requires a single option unique for the model.
Proof. The reduction is from the Periodic Maintenance Scheduling Problem. We recall from Chap. 7 that the Periodic Maintenance Scheduling Problem is defined as follows. Given \( m \) machines and integer service intervals \( \ell_1, \ell_2, \ldots, \ell_m \) such that \( \sum \frac{1}{\ell_i} < 1 \). Does there exist a servicing schedule (or a servicing cycle) \( s_1 \ldots s_L \), where \( L = \text{lcm}(\ell_1, \ell_2, \ldots, \ell_m) \) is the least common multiple of \( \ell_1, \ell_2, \ldots, \ell_m \), of these machines in which the end-to-end distance between any two consecutive servicing of machine \( i \) is exactly \( \ell_i \), no more than one machine is serviced in a single time slot, and takes a single time slot to perform servicing of any machine? The distance between the last and the first servicing of machine \( i \) in the cycle, if any exists, is also \( \ell_i \). The Periodic Maintenance Scheduling Problem is NP-complete in the strong sense, see Theorem 7.14. Without loss of generality we assume \( L > 2\ell_i \) for \( i = 1, \ldots, m \).

This problem naturally transforms to the car sequencing problem as follows. We have a model for each machine \( i \), the demand for the model is \( d_i = (K+2)\frac{L}{\ell_i} \), where

\[
K = \prod_{i=1}^{m} (\ell_i + 1).
\]

There is a unique option for model \( i \), also denoted by \( i \), with the capacity constraint \( 1: \ell_i \). Moreover, there is one more model \( m+1 \) with demand \( (K+2)L(1-\sum \frac{1}{\ell_i}) \) and its unique option \( m+1 \) having capacity constraint \( L(1-\sum \frac{1}{\ell_i}) : L \). This transformation is polynomial but not pseudo-polynomial since \( (K+2)L \) is not bounded by a polynomial of the input size which is of \( O(\sum \log(\ell_i+1)) \). Now, any servicing cycle can be easily turned in into a car sequence that respects the capacity constraints of each option \( i = 1, \ldots, m \) since there is exactly one servicing of machine \( i \) in each \( \ell_i \) time slots. The insertion of \( L(1-\sum \frac{1}{\ell_i}) \) copies of model \( m+1 \) into this sequence and repeating it \( K+2 \) times, then results into a feasible solution to the car sequencing problem. On the other hand, consider any feasible solution

\[
S = S_1 \cdots S_{K+2} = s_1 \cdots s_{(K+2)L}
\]

to the cars sequencing problem, where

\[
S_j = s_{(i-1)L+1} \cdots s_{iL}
\]

for \( j = 1, \ldots, (K+2) \). We observe that the distance between any two consecutive copies of model \( i = 1, \ldots, m \) may not exceed \( 2\ell_i \) for any \( i \) in \( S \), otherwise the demand for \( i \) would not be met, and it may not be less than \( \ell_i \), otherwise the capacity constraint \( 1: \ell_i \) would be violated. Therefore, there are no more than \( 2\ell_i - \ell_i + 1 = \ell_i + 1 \) possible values of the distance between any two consecutive copies of \( i \) in \( S \). Consequently, the number of possible consecutive distance configurations between the last copy of model \( i \) in \( S_j \) and its first copy in \( S_{j+1} \) for all \( m \) models is \( K \) and the length \( (K+2)L \) of the sequence \( S \) ensures the repetition of some of them in \( S \). Thus there must be a subsequence

\[
S' = S_j \cdots S_{j+k}
\]
of $S$ for some $j$ and $k \geq 0$ such that the distance between the last copy of $i$ in $S_{j+k}$ and the first copy of $i$ in $S_j$ is at least $\ell_i$. Since there are at most \( L(1 - \sum \frac{1}{\ell_i}) \) copies of model $m+1$ in each subsequence $S_j, \ldots, S_{j+k}$, due to the capacity constraint $L(1 - \sum \frac{1}{\ell_i}) : L$ for $m+1$, and since for each $i$ the distance between any consecutive copies of $i$ in $S'$, including the first and the last, is at least $\ell_i$, then they must be at the distance exactly $\ell_i$, otherwise there would be two of them at a distance shorter than $\ell_i$ to satisfy the demand for $i$ which would violate the capacity constraints for $i$. Thus, any two consecutive copies of $i$ must be at a distance $\ell_i$ in $S'$ which results in a feasible servicing cycle $S_i$ and proves that the car sequencing problem is NP-hard. □

The singular car sequencing problem requires that any two consecutive copies of the same model be sufficiently distant from one another in a feasible sequence in order not to violate temporal capacity limitations. On the other hand the generalized pinwheel scheduling problem requires that the copies of the same model be not too far away from one another, see Chap. 8. The proof of Theorem 9.3 works for both problems since the capacity constraints in the proof actually require that there is exactly one copy of a model with a given option out of any consecutive $\ell_i$ for $i = 1, \ldots, m$ and exactly $L(1 - \sum \frac{1}{\ell_i})$ out of $L$ for model $m+1$. Thus, minor modifications to the algorithms for the car sequencing problem presented later in the chapter lead to algorithms for the generalized pinwheel problem. However, it is worth pointing out an important difference between the two problems. The car sequencing problem is formulated as a finite acyclic problem whereas the pinwheel problem as an infinite one, that is cyclic.

### 9.4 Dynamic Programming for the Car sequencing Problem

We sketch a straightforward dynamic program to test the existence of a just-in-time sequence of length $D$ that meets all option capacity constraints. Let $q = \max_j(q_j)$, without loss of generality we assume $q \leq D$. Moreover, to simplify the exposition, we assume for the time being that $D = k(q - 1)$. The sequence $v = v_1 \cdots v_{q-1}$ of length $q - 1 > 0$ of models from $M$ that meets all option capacity constraints will be referred to as a feasible $(q - 1)$-pattern. For a feasible $(q - 1)$-pattern $v$, let $i(v)$ be an $n$-dimensional vector with the coordinate $j$ equal to the number of copies of model $j \in M$ in $v$. Define a node of a directed graph $G = (N, A)$ as being either a pair $(\Delta, v)$, where $\Delta$ is an $n$-dimensional vector with its coordinate $j$, $0 \leq \Delta_j \leq d_j$, keeping track of the number of model $j$ copies already in the current prefix of the sequence, and $v$ being a feasible $(q - 1)$-pattern, or a sink node $(d, \ast)$ with an empty sequence $\ast$. An arc $((\Delta, v), (\Delta', v')) \in A$ if and only if

the concatenation $vv'$ is feasible and $\Delta' = \Delta + i(v)$.

The concatenation $vv'$ is feasible if it meets all option capacity constraints. The inequality of arithmetic and geometric means implies the following upper bounds on the numbers of nodes
\[
|N| \leq \prod_{i=1}^{n} (d_i + 1) \times n^{q-1} \leq \left( \frac{D + n}{n} \right)^n \times n^{q-1}
\]
and the number of arcs

\[
|A| \leq \left( \frac{D + n}{n} \right)^{2n} \times n^{2(q-1)}
\]

of \( G = (N,A) \). We observe that there is a feasible sequence if and only if there is a directed path from a node \((0,v)\) for some \(v\) to \((d,\emptyset)\) in the graph \( G = (N,A) \). The existence of this directed path can be checked in time \( O(|A|) \) thus the car sequencing problem can be solved in time

\[
O\left( \left( \frac{D + 2^m}{2^m} \right)^{2m+1} 2^{m(q-1)} \right).
\]

The algorithm is thus polynomial in \( D \) as long as the number of options \( m \) is fixed, that is it is not part of the problem’s input, and \( 2^q \) is bounded from above by a polynomial of \( D \). This observation as well as the proof of Theorem 9.2 strongly suggest that the computational complexity of the car sequencing problem often hinges only on the option contents of models represented by the binary matrix \( C \) that encodes the option subsets \( O_i \) of models \( i = 1, \ldots, n \). Therefore, a natural first step in the quest for efficient algorithms for the car sequencing problem is to understand the logic used in the model design and reflected in the model option content. The logic is shaped both by the market research determination of the attributes most valued by customers and by the car design team that translates these attributes at minimum cost into possible options and models, see Lockledge et al. [112]. However, Theorem 9.3 shows that the car sequencing problem is a much more complex problem than that since even if the option content of models is made trivial by having a single unique option per model, the car sequencing problem still exhibits its NP-hardness through the number theoretic features embedded in the option capacity constraints. This relative ease with which even very special cases of the car sequencing problem can be shown NP-hard explains why there are no, to the author’s knowledge, special cases of the car sequencing problem with polynomial time solutions published in the literature. Consequently, the problem computational intractability provides a very fertile ground for computational competitions, for instance the 2005 ROADEF (Société Française de Recherche Opérationnelle et d’Aide à la Décision) challenge sponsored by the car maker Renault, and the study of formulations, search methods and especially the constraint programming techniques. These formulations will be briefly discussed in Sect. 9.6.

We note that if \( D = k(q-1) + r, 0 < r < q - 1 \), then the sink node must be immediately preceded by the nodes \((d-i(w),w)\), where \(w\) is a sequence of length \(r\) that meets all option capacity constraints. Each of these nodes is connected to a sink node \((d,\emptyset)\). Again, there is a feasible sequence if and only if there is a directed path from a node \((0,v)\) for some \(v\) to \((d,\emptyset)\).
For \( q = 2 \), all option capacity constraints are of type \( 1 : 2 \). Hence, the car sequencing problem reduces to an undirected Hamiltonian path problem, since the \((q - 1)\)-pattern boils down to a single model. Therefore, there is no need for having the vector \( \Delta \) as a part of the node. Instead, the number of nodes corresponding to model \( i \) can be made equal to the demand \( d_i \) for the model. Thus, \( N = \bigcup_{i=1}^{n} D_i \), where \( D_i \) the set of \( d_i \) nodes being copies of model \( i \). The edge between nodes \( v \) and \( u \) belongs to \( E \) if and only if the two model sequence \( vu \) meets all option capacity constraints. A Hamiltonian path in \( G = (N, E) \) exists if and only if there is a feasible sequence. The reduction does not help to solve this case of the car sequencing problem in polynomial time generally since the Hamiltonian path problem is well-known to be NP-hard in the strong sense. However, it can be used to prove that the subproblem with all option constraints being \( 1 : 2 \) still renders the cars sequencing problem NP-hard, see Exercise 9.20.

9.5 Simple Necessary Conditions

We give two necessary conditions for a feasible model sequence to exist. The first condition states that the total demand for models with a given option may not be too high. Otherwise the demand for the option would certainly violate its capacity constraint.

Lemma 9.4. In order for a feasible model sequence \( S \) to exist the capacity constraints must satisfy the condition

\[
\left\lceil \frac{D}{q_j} \right\rceil p_j \geq \sum_{i \in \{ k : c_{jk} = 1 \}} d_i \text{ for all } j.
\]

Proof. For option \( j \), the sequence can be rewritten as follows

\[ S = \alpha_1 \cdots \alpha_{\left\lceil \frac{D}{q_j} \right\rceil}, \]

where all sequences \( \alpha_i \) except perhaps the last one \( \alpha_{\left\lceil \frac{D}{q_j} \right\rceil} \), which can be shorter, include exactly \( q_j \) models. By the option capacity constraint, \( p_j : q_j \), each \( \alpha_i \) may include at most \( p_j \) copies of models that require option \( j \). Therefore, the total demand for all models that require option \( j \), that is

\[
\sum_{i \in \{ k : c_{jk} = 1 \}} d_i,
\]

must not exceed

\[
\left\lceil \frac{D}{q_j} \right\rceil p_j,
\]

which proves the lemma. \( \square \)

For instance, in the example from Table 9.1 demand for option 1 equals 6 which is less than the \( \left\lceil \frac{11}{3} \right\rceil \times 2 \) with the 2 : 3 capacity constraint for option 1.
9.6 IP Formulation and Heuristics for the Car Sequencing Problem

The second category of conditions is based on the observation that for a given set of options \( \omega \) if there is too much demand for the models that require all options in \( \omega \) and too little demand for the models that require none of the options in \( \omega \), then the capacity constraints for the options in \( \omega \) may again be violated. An example of the necessary condition that falls into this category is given in the following lemma.

**Lemma 9.5.** Let \( \lambda \subseteq M \) with \( d_\lambda = \sum_{i \in \lambda} d_i \geq 2 \) be a set of models and \( \omega \) a set of options such that each model in \( \lambda \) requires all options from \( \omega \). Let \( \overline{\lambda} \) be a set of all models that require no option from \( \omega \). If \( |\omega| < q - 1 \) and the capacity requirement for each \( j \in \omega \) falls in the set \( \{1 : q, 2 : q\} \) and at least one of them is \( 1 : q \), then we must have \( d_\overline{\lambda} \geq d_\lambda - 1 \) for a feasible sequence \( S \) to exist.

*Proof.* Let \( S \) be a feasible sequence with the copies of models from \( \lambda \) in positions \( j_1, \ldots, j_{d_\lambda} \). Consider a subsequence \( \alpha_i \) of \( S \) between positions \( j_i \) and \( j_{i+1} \). By the \( 1 : q \) constraint, \( |\alpha_i| \geq q - 1 \). If none of the models in \( \alpha_i \) belongs to \( \overline{\lambda} \), then by the pigeon-hole argument for some \( k \in \omega \) we would have at least three models in \( S_{j_i} \alpha_i \) that require \( k \) as long as \( |\omega| < q - 1 \). Therefore, at least one model in \( \alpha_i \) must come from \( \overline{\lambda} \). Consequently, \( d_\overline{\lambda} \geq d_\lambda - 1 \), which proves the lemma. \( \square \)

The lemma holds if the capacity constraints \( 2 : q \) are replaced by stronger constraint \( 2 : q_j \) where \( q_j \leq q \) and possibly different for different options.

9.6 IP Formulation and Heuristics for the Car Sequencing Problem

The car sequencing problem is often solved by constraint satisfaction programming, see Dincbas et al. [113], and ILOG [108]. However, as Gravel et al. [114], and Drexl and Kimms [115] point out this method performance quickly deteriorates as the problem size grows. Furthermore, the former observes that the constraint satisfaction programming is rather sensitive to the existence of a feasible solution. Thus confirming once again a common experimental observation for any NP-hard problem that the absence of a feasible solution is usually a much harder nut to crack, see Exercise 9.19 as an example, than showing one if any exists.

A similar observation has been made by Gravel et al. [114] on solvers for a linear integer programming model of the car sequencing model.

The following assignment-based formulation comes from Drexl and Kimms [115] and Gravel et al. [114], it uses binary variables

\[
y_{i,k} = \begin{cases} 
    1 & \text{if model } i \text{ is in position } k \text{ of the sequence,} \\
    0 & \text{otherwise}
\end{cases}
\]

for \( i = 1, \ldots, n \) and \( k = 1, \ldots, D \). The formulation is as follows

\[
\sum_{i=1}^{n} y_{i,k} = 1 \quad k = 1, \ldots, D
\]
\[
\sum_{k=1}^{D} y_{i,k} = d_i \quad i = 1, \ldots, n 
\] (9.5)

\[
\sum_{\ell=0}^{q_j-1} \sum_{i=1}^{n} C_{ji} y_{i,k+\ell} \leq p_j \quad j = 1, \ldots, m \quad k = 1, \ldots, D-q_j+1 
\] (9.6)

The constraints (9.4) and (9.5) are standard assignment constraints. The constraint (9.6) is a sliding window constraint that ensures that a window of size \( q_j \) sliding along the sequence of length \( D \) never includes more than \( p_j \) copies with option \( j \), \( j = 1, \ldots, m \).

This formulation is to test a feasibility of an instance of the car sequencing problem – usually a harder task. However, an objective function can be added and the constraints (9.6) modified by the well-known big \( M \) technique to turn the integer program into the minimization of the number of capacity constraints violations, see Gravel et al. [114] who also point out that the number of violations may itself be difficult to calculate as the following example illustrate.

**Example 9.6.** Consider a sequence

\[
111111
\]

for an option with 2:3 capacity constraint. This constraints is violated four times if we use the sliding window method of calculating the violations – we simply have four factors 111 when sliding the window of size three from the left to the right along the sequence. However, replacing the second and the and the fourth models in the sequence by the ones that do not require the option, and do not cause any violations for other options, would reduce the number of violations to 0. Thus, it may be argued that the number of violation in this example should be two rather than four since in practice changing the sequence two positions fixes all violations for the option. □

We conjecture that this problem may be NP-hard itself, see Exercise 9.22 for details.

Drexl et al. [116] propose an integer programming model to minimize maximum deviation of model copies from their optimal positions, which is different from though somehow related to the bottleneck problem discussed in Sect. 5, over all sequences satisfying capacity constraints. The LP-relaxation of their model is then solved by *column generation* technique, see Desrochers and Soumis [117] for details of this technique, to provide lower bound which is reported tight in their computational experiments.

The ant colony optimization has been often proposed heuristic approach to the car sequencing model, see Solnon [118], and Gravel et al. [114]. The latter computational study of this heuristic concludes that it is able to more efficiently find optimal solutions than the integer programming solver for those instances the solver was able to find optimal solutions for. Moreover, the quality of solutions found by the heuristic for the benchmark instances equalled the quality of the best solutions known for these instances.
9.7 Mixed-Model, Pull Supply Chains

We close this section by again observing that straightforward modifications of the formulations and heuristics discussed here would readily apply to both the pinwheel scheduling and the generalized pinwheel scheduling problems, see Exercise 9.21. The research in this direction seems unexplored yet promising.

9.7 Mixed-Model, Pull Supply Chains

The goal of this section is to present a framework for a mixed-model, pull supply chain, which is a point of departure for our discussion in the following sections. A mixed-model supply chain has a set \( \{0, 1, \ldots, S\} \) of suppliers. The supplier \( s \) offers supplies from its list \( S_s = \{(s, 1), \ldots, (s, n_s)\} \) of \( n_s \) supplies. The supplies of different suppliers are connected by directed arcs as follows. There is an arc from \((s_i, x)\) to \((s_j, y)\) if and only if supplier \( s_i \) requires supplier \( s_j \) to supply \( y \) for its \( x \). The arc \((s_i, x), (s_j, y)\) is weighted by the number (or amount) of \( y \) needed for a unit of \( x \). The set of supplies \( \bigcup_{s=0}^{S} S_s \) and the set of arcs \( A \) between supplies make up a weighted, acyclic digraph – called the model-supplier graph. Without loss of generality we shall assume that \( s_i < s_j \) for any arc \((s_i, x), (s_j, y)\) in this graph. The supplies \( S_0 = \{(0, 1), \ldots, (0, n_0)\} \) at Level 1 will be called models. For simplicity, we denote model \((0, j)\) by \( j \) and the number of models \( n_0 \) by \( n \). To avoid duplicates in the supply chain, we assume that any two nodes of the digraph have different out-sets and no node has out-degree 1. In fact we assume that the digraphs are multistage digraphs, as virtually all supply chains appear to have this structure simplifying feature, see Shapiro [119], and Bowersox et al. [120]. For an example of the mixed-model supply chain please see Fig. 9.1 where all arcs are directed from the top down.

Each path \( \pi \) from model \( m \) to \((s, j)\) represents a demand for \((s, j)\) originating from a single copy of model \( m \). The size of this demand equals the product of all weights along the path \( \pi \). Therefore, the total demand for the supply \((s, j)\) originating from a single copy of model \( m \) is the sum of path demands over all paths from \( m \) to \((s, i)\) in the model-supplier graph and it is denoted by \( b_{m,(s,j)} \). The matrix \( b \) of the size \( n \times (\sum_{s} n_s) \) contains all model-supplier contents.

The model-supplier graph shown in Fig. 9.1 has two paths from model 1 to \((4, 1)\) both with weight 1, therefore the total demand for \((4, 1)\) originating from 1 equals 2. Each supplier \( s \) aggregates its demand over all supplies on its list \( S_s \). For supplier 4 the demand originating from model 1 is [112], from model 2, [12233], and from model 3, [233]. In our notation supply \( i \) for a given model is listed the number of times equal to the unit demand for \( i \) originating from the model. Each of these lists will be referred to as a kit to emphasize the fact that suppliers may not deliver an individual part or a subassembly required by models but rather a complete collection required by the model, a common practice in manufacturing Bowersox et al. [120]. Thus, model 1 needs the entire kit [112] delivered in a single delivery from supplier 4 rather than two 1s and one 2 delivered separately. We shall also refer to a kit as
an option. Notice that a model may require at most one kit from a supplier. The supplier content of models is defined by an \( n \) by \( S + 1 \) matrix \( C \), where

\[
C_{si} = \begin{cases} 
1 & \text{if model } i \text{ requires a kit (option) from supplier } s, \\
0 & \text{otherwise.}
\end{cases}
\] (9.7)

We assume that the supply chain operates in a pull mode. That is any supply at a higher level is drawn as needed by a lower level. Therefore, it is a sequence of models at Level 1 (L1), called the model delivery sequence, that determines the delivery sequence of each supplier, called the option delivery sequence, at every level higher than 1 (downstream) and the supplier must exactly follow this delivery sequence when delivering its options. For instance, the model delivery sequence

\[1 \rightarrow 2 \rightarrow 3 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 2 \rightarrow 1\] (9.8)

at L1 results in the option delivery sequence

for supplier 2 at the level L2 and the option delivery sequence
\[ [12] \to [1] \to * \to [12] \to [12] \to [1] \to [12] \to * \to [1] \to [12] \] (9.10)
for supplier 1 at the level L2, where the “*” in a given position of the option delivery sequence denotes an empty kit, the option delivery sequence
\[ [112] \to [12233] \to [233] \to [112] \to [112] \to [12233] \to [112] \]
\[ \to [12233] \to [112] \to [233] \to [12233] \to [112] \] (9.11)
for supplier 4 at L3, and finally the option delivery sequence
\[ [1] \to * \to * \to [1] \to [1] \to * \to [1] \to * \to * \to [1] \] (9.12)
for supplier 3 at L3.
Observe that the kit [112] to be delivered first by supplier 4 according to the option delivery sequence (9.11) is in fact made up of kits [1] and [12] the former to be delivered to supplier 1 at L2 as it is needed for its supply (1, 2) and the latter to be delivered to supplier 2 at L2 as it is needed for its (2, 1) though both eventually end up in a copy of model 1 which is to be produced first. Therefore, the option delivery sequence has in fact the following nested structure
\[ [[1][12]] \to [[12][233]] \to [233] \to [[1][12]] \to [[1][12]] \]
\[ \to [[12][233]] \to [[1][12]] \to [233] \to [[12][233]] \to [[1][12]] \]
for supplier 4 at L3. This nested structure corresponds naturally to the levels of the multistage model-supplier graph.

The demand for model \( j \) is denoted by \( d_j \) and it is assumed given. The demand for any other supply can easily be derived from the demand vector for models \( d = (d_1, \ldots, d_n) \) and the kit content of each model given in the matrix \( b \).

The supplier content matrix \( C \) defined in (9.7) corresponds to the option content matrix of the car sequencing problem. Moreover, supplier \( s \) is a subject to a capacity constraint in the form \( p_s : q_s \), which requires that at most \( p_s \) models of the model delivery sequence \( S \) in each consecutive sequence of \( q_s \) models of \( S \) may need options supplied by \( s \). Thus, the leveling of demand problem can be recast as a car sequencing problem.

9.8 Balanced Words and Model Delivery Sequences

We show in Chap. 6 that regular words minimize multimodular functions and thus balance workloads in event graphs. We further explore this line of research in this section by having a closer look at balanced words, which are a slightly more general concept than regular words, to explore insights they can provide into the complexity of model delivery sequences. We use the terminology and the notation bor-
rowed from the combinatorics on words which is briefly recall from the preliminary Chap. 1.

The models \{1, \ldots, n\} will be viewed as the letters of a finite alphabet \(A = \{1, \ldots, n\}\). We consider both finite and infinite words over \(A\). A model delivery sequence will then be viewed a finite word of length \(D\) on \(A\), where the letter \(i\) occurs exactly \(d_i\) times. This word can be concatenated \textit{ad infinitum} to obtain a periodic, infinite word on \(A\).

We recall from Chaps. 5 and 3 that sequencing copy \(j\) of model \(i\) in its ideal position \(\left\lfloor \frac{2j-1}{2r_i} \right\rfloor\) minimizes both the total deviation and the maximum deviation, however, it leads to an infeasible solution whenever more than one copy competes for the same ideal position in the sequence. The algorithms discussed in these chapters show how to efficiently resolve the conflicts so that the outcome is an optimal sequence, minimizing either total or maximum deviations.

Let us now consider an infinite, periodic sequence of the ideal vertices

\[
\frac{2j - 1}{2r_i} = \frac{jD}{d_i} - \frac{D}{2d_i} = \frac{(j-1)D}{d_i} + \frac{D}{2d_i}.
\]

We build an infinite word on \(A\) using these numbers as follows. Label the points \(\left\{ \frac{(j-1)D}{d_i} + \frac{D}{2d_i}, j \in \mathbb{N} \right\}\) by the letter \(i\). Consider

\[
\bigcup_{i=1}^{n} \left\{ \frac{(j-1)D}{d_i} + \frac{D}{2d_i}, j \in \mathbb{N} \right\}
\]

and the corresponding sequence of labels. Each time there is a tie we chose \(i\) over \(j\) whenever \(i < j\). Notice that here higher priority is always given to a lower index whenever a conflict needs to be settled. This way we obtain what Vuillon [46] refers to as a \textit{hypercubic billiard} word with the angle vector \(\alpha = (\frac{D}{d_1}, \frac{D}{d_2}, \ldots, \frac{D}{d_n})\) and the starting point \(\beta = (\frac{D}{2d_1}, \frac{D}{2d_2}, \ldots, \frac{D}{2d_n})\). Vuillon [46] proves the following theorem.

**Theorem 9.7.** Let \(x\) be an infinite hypercubic billiard word in dimension \(n\) of angle \(\alpha\) and starting point \(\beta\). Then \(x\) is \((n-1)\)-balanced word.

The \(c\)-balanced words, \(c > 0\) is referred to as the \textit{degree of balance}, are defined as follows.

**Definition 9.8 (c-Balanced Word).** A \(c\)-balanced word on alphabet \(\{1, 2, \ldots, n\}\) is an infinite sequence \(S = s_1 s_2 \ldots\) such that

1. \(s_j \in \{1, 2, \ldots, n\}\) for all \(j \in \mathbb{N}\), and
2. If \(x\) and \(y\) are two factors of \(S\) of the same size, then \(|x|_i - |y|_i| \leq c\), for all \(i = 1, 2, \ldots, n\).

Theorem 9.7 shows that the priority based conflict resolution applied whenever there is a competition for an ideal position results in \(c\) being almost of the size of the alphabet, in fact 1 less than this size. However, Jost [121] proves that the conflict resolution provided by any optimization algorithm for the bottleneck problem leads to the \(c\) being a small constant. He proves the following theorem.
Theorem 9.9. For a word $S^\infty$ obtained by infinitely repeating a sequence $S$ with bottleneck deviation $B$ for $n$ models with demands $d_1, \ldots, d_n$. We have:

If $B < \frac{1}{2}$, then $S$ is 1-balanced.

If $B < \frac{3}{4}$, then $S$ is 2-balanced.

If $B < 1$, then $S$ is 3-balanced.

Proof. Consider a solution $x_{ik}$, $i = 1, \ldots, n$ and $k = 1, \ldots, D$ to the bottleneck problem, (5.2) subject to (5.3). Let $B$ be the bottleneck deviation of this solution. Define,

$$y_{ik} = \left\lfloor \frac{k}{D} \right\rfloor d_i + x_{i,k \mod D}$$

$i = 1, \ldots, n$ and $k = 1, \ldots$ for sequence $S$. Thus,

$$|y_{ik} - kr_i| = \left| \left\lfloor \frac{k}{D} \right\rfloor d_i + x_{i,k \mod D} - \left( \left\lfloor \frac{k}{D} \right\rfloor D + (k \mod D) \right) r_i \right|$$

$$= |x_{i,k \mod D} - (k \mod D)r_i| \leq B$$

and

$$|y_{i,(k+h)} - (k+h)r_i| = \left| \left\lfloor \frac{k+h}{D} \right\rfloor d_i + x_{i,(k+h) \mod D} - \left( \left\lfloor \frac{k+h}{D} \right\rfloor D + (k+h) \mod D \right) r_i \right|$$

$$= |x_{i,(k+h) \mod D} - ((k+h) \mod D)r_i| \leq B.$$

Therefore,

$$-B + kr_i \leq y_{ik} \leq B + kr_i$$

and

$$-B + (k+h)r_i \leq y_{i,(k+h)} \leq B + (k+h)r_i.$$

Consequently,

$$-2B + hr_i \leq y_{i,(k+h)} - y_{ik} \leq 2B + hr_i.$$

Since $k$ is arbitrary, then any factor of $S$ of length $h \geq 1$ includes no less than $\left\lfloor -2B + hr_i \right\rfloor$ and no more that $\left\lceil 2B + hr_i \right\rceil$ occurrences of $i$. Therefore, the difference between the number of $i$ occurrences in any two factors of $S$ of length $h \geq 1$ does not exceed $4B$. Thus, it is less than 2 for $B < \frac{1}{2}$, less than 3 for $B < \frac{3}{4}$, and less than 4 for $B < 1$. Therefore, $S$ is 1-balanced for $B < \frac{1}{2}$, 2-balanced for $B < \frac{3}{4}$, and 3-balanced for $B < 1$. This proves the theorem. □

The opposite claim does not hold, for instance, any sequence for $n$ models with their demands all equal 1 is a 1-balanced word though its maximum deviation equals $1 - \frac{1}{n}$, and thus it is greater than 0.5 for $n \geq 3$. Theorem 5.8 shows that there always is an optimal solution with $B < 1$, and Theorem 9.9 shows that such solutions are 3-balanced. These two ensure that 3-balanced words can be obtained for any set of
demands \(d_1, \ldots, d_n\). It remains an open question to show whether or not there always is a 2-balanced word for any given set of demands \(d_1, \ldots, d_n\). However, the infinite word

\[(1 \to 2 \to 3 \to 1 \to 2 \to 1 \to 1 \to 3 \to 2 \to 1)^\infty\]

is 2-balanced as its maximum deviation equals \(\frac{1}{2}\) but not 1-balanced, factors 23 and 11 differ by 2 on the latter 1. It is a challenging open problem to find a characterization of the instances with bottleneck \(B < \frac{3}{4}\). The characterization of instances with \(B < \frac{1}{2}\) is given in Chap. 6 and Theorem 5.8 gives the characterization of instances with \(B < 1\).

In the hierarchy of balanced words, the 1-balanced words, or just balanced words, have attracted most attention thus far, see Vuillon [46], Altman et al. [7], and Tijdeman [60] for reviews of recent results on balanced words. Berthe and Tijdeman [122] observe that the number of balanced words of length \(m\) is bounded by a polynomial of \(m\), which makes the balanced words very rare. They furthermore observe that the number of \(c\)-balanced words of length \(m\) is exponential in \(m\) for any \(c > 1\). The polynomial complexity of balanced words reduces the number of possible factors of delivery sequences, and thus the variability of demand through the supply chain which could have obvious advantages for their management. As well balanced words would optimally balance suppliers workload according to the results of Altman et al. [7], see also Chap. 6. However, the balanced sequences may turn out to be out of reach in practice. Indeed, according to the famous Frankel’s Conjecture, Altman et al. [7] and Tijdeman [5] and Chap. 6, there is only one such word on \(n\) letter alphabet with distinct demands. The demands must be powers-of-two. Though this conjecture remains open generally, a simpler one for periodic, symmetric and balanced words has been proven in Chap. 6, see also Brauner et al. [68], which indicates that the balanced words can indeed be very rare generally and as the model delivery sequences in particular.

### 9.9 Option Delivery Sequences

We now explore the change of the sequence variability measured by its degree of balance down the supply chain.

A supplier \(s\) option delivery sequence can be readily obtained from the model delivery sequence \(S\) and the supplier content matrix \(C\) by deleting from \(S\) all models \(i\) not supplied by \(s\), that is those with \(C_{si} = 0\). This deletion increases the degree of balance of the option delivery sequences for suppliers in comparison to the model delivery sequence as we show in this section. Let us first introduce some necessary notation.

- \(A_s \subseteq \{1, \ldots, n\}\) – the subset of models supplied by \(s\).
- \(A_{sj} \subseteq A_s\) – the subset of models requiring option \(j\) of supplier \(s\). Different models may require the same option delivered by \(s\).
- \(r_{sj} = \frac{\sum_{m \in A_{sj}} d_m}{\sum_{m \in A_s} d_m}\).
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- \( r_{A_{sj}} = \frac{\sum_{m \in A_{sj}} d_m}{D} = \sum_{m \in A_{sj}} r_m \).
- \( r_{As} = \frac{\sum_{m \in As} d_m}{D} = \sum_{m \in As} r_m \).

We notice that
\[
  r_{sj} = \frac{r_{A_{sj}}}{r_{As}}.
\]  
(9.13)

First, we investigate the bottleneck deviation in the option delivery sequence of supplier \( s \). Supplier \( s \) has total derived demand \( \sum_{m \in As} d_m \) and the derived demand for its option \( j \) equals \( \sum_{m \in A_{sj}} d_m \). A model delivery sequence \( S \) with \( x_{mk} \) copies of model \( m \) out of first \( k \) copies delivered results in the actual total derived demand \( \sum_{m \in As} x_{mk} \) for supplier \( s \) out of which \( \sum_{m \in A_{sj}} x_{mk} \) is the actual demand for option \( j \) of \( s \). Therefore, the bottleneck deviation for the option delivery sequence of supplier \( s \) equals
\[
  \max_{j,k} \left| \sum_{m \in A_{sj}} x_{mk} - r_{sj} \sum_{m \in As} x_{mk} \right|.
\]  
(9.14)

However, for \( S \) with bottleneck deviation \( B^* \) we have
\[
  kr_m - B^* \leq x_{mk} \leq kr_m + B^*
\]  
(9.15)

for any model \( m \) and \( k \), and consequently
\[
  kr_{A_{sj}} - |A_{sj}|B^* \leq \sum_{m \in A_{sj}} x_{mk} \leq kr_{A_{sj}} + |A_{sj}|B^*
\]
for option \( j \) of \( s \) and
\[
  kr_{As} - |As|B^* \leq \sum_{m \in As} x_{mk} \leq kr_{As} + |As|B^*.
\]

Thus,
\[
  \sum_{m \in A_{sj}} x_{mk} = kr_{A_{sj}} + \varepsilon_{A_{sj}},
\]
where \( |\varepsilon_{A_{sj}}| \leq |A_{sj}|B^* \) and
\[
  \sum_{m \in As} x_{mk} = kr_{As} + \varepsilon_{As},
\]
where \( |\varepsilon_{As}| \leq |A_{s}|B^* \).

Therefore, (9.14) becomes
\[
  \max_{j,k} |kr_{A_{sj}} - \frac{r_{A_{sj}}}{r_{As}}(kr_{As} + \varepsilon_{As}) + \varepsilon_{A_{sj}}|
\]  
(9.16)

or
\[
  \max_{j,k} |r_{sj}\varepsilon_{As} - \varepsilon_{A_{sj}}|.
\]  
(9.17)
However,
\[ \max_{j,k} |r_{sj}e_{As} - e_{As}| \leq |A_s|B^*. \]

Therefore,
\[ \max_{j,k} \sum_{k \in A_s} x_{mk} - r_{sj} \sum_{m \in A_s} x_{mk} \leq |A_s|B^*. \] (9.18)

We have just proved the following theorem.

**Theorem 9.10.** The bottleneck deviation of the option delivery sequence for supplier \( s \) who supplies \( |A_s| \) different models out on \( n \) produced increases \( |A_s| \) times in comparison with the bottleneck deviation of the model delivery sequence.

Theorem 9.9 shows that the model delivery sequences minimizing bottleneck deviation are 3-balanced. However, Theorem 9.10 proves that the bottleneck deviation of the option delivery sequence of supplier \( s \) grows proportionally to the number of models \( s \) supplies. Therefore, the option delivery sequence becomes less balanced. We have the following result.

**Theorem 9.11.** The option delivery sequence for supplier \( s \) is \( \lfloor 4|A_s|B^* \rfloor \)-balanced.

**Proof.** For supplier \( s \) consider \( k \) and \( k, \Delta \geq 1 \) such that between \( k \) and \( k, \Delta \) there are exactly \( \Delta \) copies of models requiring some option from \( s \). That is
\[ \sum_{m \in A_s} x_{mk} - \sum_{m \in A_s} x_{mk} = \Delta. \]

We then have by (9.18)
\[ -|A_s|B^* \leq \sum_{k \in A_s} x_{mk} - r_{sj} \sum_{m \in A_s} x_{mk} \leq |A_s|B^*, \]
and
\[ -|A_s|B^* \leq \sum_{k \in A_s} x_{mk\Delta} - r_{sj} \sum_{m \in A_s} x_{mk\Delta} \leq |A_s|B^*, \]
which results in
\[ -2|A_s|B^* \leq \sum_{k \in A_s} x_{mk\Delta} - \sum_{k \in A_s} x_{mk} - r_{sj}\Delta \leq 2|A_s|B^* \]
for each \( k \). Therefore, the numbers of option \( j \) occurrences in any two supplier \( s \) delivery subsequences of length \( \Delta \) differ by at most \( \lfloor 4|A_s|B^* \rfloor \). \( \square \)

### 9.10 Periodic Synchronized Delivery

This section considers supply chains where supplies are regularly delivered to level \( L_1 \) a given number of times a day by using a constant order cycle, variable order size framework. The pull material flow mechanism of just-in-time systems requires direct suppliers to supply only what is needed by level \( L_1 \) and only when it
is needed. This requirement is determined by the final model delivery sequence of models produced at level L1. Monden [22] discusses how Toyota Motor Corporation uses this framework with its suppliers. Aigbedo [123] points out that for example Japan Glass Sheet Company delivers parts 10 times and 16 times daily to Toyota’s Motomachi plant and Tsutsumi plant, respectively, and he goes on to point out that similar arrangements are common in North America, where part delivery frequency is usually agreed on between the Original Equipment Manufacturer (OEM) and the suppliers, by considering factors such as distance and transportation costs between the supplier’s plant and OEM plant.

9.10.1 The Model

We now present an approach to building a model delivery sequence that minimizes order size variability for a constant order cycle and thus minimizing safety stocks. Suppose that a supplier \( s \) is to deliver all its supplies periodically at the instants \( kcT_s \), \( k = 0, 1, \ldots \), where \( c \) is the assembly cycle time and \( T_s \) is the total number of copies produced in one period, for instance an intended bi-hourly or half-day production. Let us begin with an example based on the example of supply chain from Sect. 9.7.

Example 9.12. The deliver periods are \( T_1 = T_2 = 2 \) for both suppliers at \( L2 \) and \( T_3 = T_4 = 5 \) for both suppliers at \( L3 \). Thus, supplier 1 at \( L2 \) delivers according to the sequence (9.10)

Supplier 2 at \( L2 \) delivers according to the sequence (9.9)
Supplier 4 at \( L3 \) delivers according to the sequence (9.11)
Supplier 3 at \( L3 \) delivers according to the sequence (9.12). \( \square \)

Now let us develop a general model of this problem. Consider supplier \( s \). Given that the demand for model \( i \) equals \( d_i, i = 1, \ldots, n \), the total demand for the supply \( j \) of \( s \) equals

\[
D_{(s,j)} = \sum_{i=1}^{n} b_{i,(s,j)}d_i
\]  
(9.19)

and the average demand for supply \( j \) of \( s \), or simply supply \( (s,j) \), per copy of the model delivery sequence equals

\[
R_{(s,j)} = \frac{D_{(s,j)}}{D},
\]

where \( D \) is the total demand for all models. Therefore, on average, supplier \( s \) expects to deliver

\[
T_s R_{(s,j)} = T_s \frac{D_{(s,j)}}{D} = T_s \frac{\sum_{i=1}^{n} b_{i,(s,j)}d_i}{D} = T_s \sum_{i=1}^{n} r_i b_{i,(s,j)}
\]

copies of its supply \( j \) in each delivery with period \( T_s \). Since the \( T_s R_{(s,j)} \) may not be an integer, we assume that on average the order size should be either

\[
\left\lfloor T_s R_{(s,j)} \right\rfloor \quad \text{or} \quad \left\lceil T_s R_{(s,j)} \right\rceil
\]
copies of supply \( j \) in each delivery period for supplier \( s \). Thus, to ensure that each delivery of supplier \( s \) matches the actual average demand for its supplies as closely as possible we request that the model delivery sequence requires no less than \( \lfloor T_s R_{(s,j)} \rfloor \) and no more than \( \lceil T_s R_{(s,j)} \rceil \) units of supply \( j \) in each delivery period of length \( T_s \) for supplier \( s \). The deliveries of supplier \( s \) take place at moments
\[
0, T_s, 2T_s, \ldots, (m_s - 1)T_s,
\]
where
\[
m_s = \left\lceil \frac{D}{T_s} \right\rceil,
\]
is the number of deliveries for supplier \( s \) required to meet the total demand \( D \) with delivery period \( T_s \). Let

### Table 9.4 Supplier 1 at L2 order sizes in each of the five periods, \( T_2 = 2 \)

<table>
<thead>
<tr>
<th>Period/delivery</th>
<th>((1,1))</th>
<th>((1,2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 9.5 Supplier 2 at L2 order sizes in each of the five periods, \( T_2 = 2 \)

<table>
<thead>
<tr>
<th>Period/delivery</th>
<th>((2,1))</th>
<th>((2,2))</th>
<th>((2,3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 9.6 Supplier 4 at L3 order sizes in each of the two periods, \( T_4 = 5 \)

<table>
<thead>
<tr>
<th>Period/delivery</th>
<th>((4,1))</th>
<th>((4,2))</th>
<th>((4,3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 9.7 Supplier 3 at L3 order sizes in each of the two periods, \( T_3 = 5 \)

<table>
<thead>
<tr>
<th>Period/delivery</th>
<th>((3,1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
\[ \delta_0 = 0 < \delta_1 < \cdots < \delta_p = D, \quad p \leq \sum_{s=0}^{S} m_s + 1 \]

be all different values among \( k T_s \) and \( D \), where \( k = 0, 1, \ldots, (m_s - 1) \) and \( s \in \{0, 1, \ldots, S\} \). We shall refer to these values as the possible delivery dates. Define the \( k \)-th inter-delivery interval \( [\delta_{k-1}, \delta_k] \), and the \( k \)-th inter-delivery duration \( \Delta_k = \delta_k - \delta_{k-1} \) for \( k = 1, \ldots, p \). Define variable

\[ z_{ik} = \text{the number of model } i \text{ copies produced in } [\delta_{k-1}, \delta_k]. \]

Moreover, let

\[ I_{l,s} = \{ k : (l - 1)T_s \leq \delta_{k-1} < \delta_k \leq lT_s \} \]

for \( 1 \leq l < m_s \) be the set of all inter-delivery intervals included in delivery period \([ (l - 1)T_s, lT_s ] \) of supplier \( s \). The existence of a model delivery sequence of models that ensures the least possible variability of interval order sizes for each supplier \( s \) and its supply \( j \), that is the variability of at most 1 for the interval order sizes are either \( [T_s R_j] \) or \( [T_s R_j] \) for supply \( j \), can be checked by solving the following set of integer linear inequalities:

\[ \sum_{k=1}^{p} z_{ik} = d_i \quad i = 1, \ldots, n \]

\[ [T_s R_{(s,j)}] \leq \sum_{i=1}^{n} b_{i,(s,j)} Z_{il} \leq [T_s R_{(s,j)}] \quad (9.20) \]

for \( l = 0, \ldots, m_s - 1, s \in \{0, 1, \ldots, S\} \), \( j = 1, \ldots, n_s \)

\[ \sum_{i=1}^{n} z_{ik} = \Delta_k \quad k = 1, \ldots, p \]

where

\[ Z_{il} = \sum_{k \in I_{l,s}} z_{ik} \]

is the total production, or the number of copies, of model \( i \) in the delivery interval \([ (l - 1)T_s, lT_s ] \). Let us return to Example 9.12 to illustrate the concepts just introduced.

**Example 9.13.** Notice that the sequence (9.8) produces solution that meets constraint (9.20) for all suppliers and supplies with the exception of supply \((4, 3)\) of supplier 4 where it results in the deliver of size 4 in the first period and 6 in the second whereas ideally it should deliver the average of 5 in each delivery. \( \square \)

**Table 9.8** Average order sizes

<table>
<thead>
<tr>
<th>((s, j))</th>
<th>((1, 1))</th>
<th>((1, 2))</th>
<th>((2, 1))</th>
<th>((2, 2))</th>
<th>((2, 3))</th>
<th>((3, 1))</th>
<th>((4, 1))</th>
<th>((4, 2))</th>
<th>((4, 3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_{(s,j)})</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>13</td>
<td>13</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(T_s \times R_{(s,j)})</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1</td>
<td>2.5</td>
<td>6.5</td>
<td>6.5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>
We have the following lemma to bound the variability of the order size in model delivery sequences with minimum bottleneck deviation.

**Lemma 9.14.** Any sequence with minimum bottleneck gives a solution \( z_{ik} \) with no more than three copies of any model difference between delivery periods \( l \) and \( l' \) of supplier \( s \). That is

\[
|Z_{il} - Z_{il'}| \leq 3
\]

for \( i = 1, \ldots, n \) and any two delivery periods \( l \) and \( l' \) of supplier \( s \).

**Proof.** By Theorem 5.8 the minimum bottleneck \( B^* < 1 \), and by Theorem 9.9 any solution with bottleneck \( B < 1 \) is \( 3 \)-balanced. Therefore, any factor of length \( T_s \) has no more than three occurrences of any model \( i \) than any other factor of the same length, which proves the lemma. \( \square \)

Thus, we get the following bound on the order size variability, see (9.20), for the supply \( j \) of supplier \( s \)

\[
\sum_{i=1}^{n} b_{i,(s,j)} Z_{il} - \sum_{i=1}^{n} b_{i,(s,j)} Z_{il'} \leq B_{(s,j)} |Z_{il} - Z_{il'}| \leq 3B_{(s,j)},
\]

where

\[
B_{(s,j)} = \sum_{i=1}^{n} b_{i,(s,j)}.
\]

Notice that since

\[
\sum_{i=1}^{n} Z_{il} - \sum_{i=1}^{n} Z_{il'} = T_s - T_s = 0,
\]

then \( B_{(j,s)} \) can in fact be replaced by the sum of the \( \left\lceil \frac{q}{2} \right\rceil \) largest among \( b_{1,(s,j)}, \ldots, b_{n,(s,j)} \) and thus strengthen the bound.

Finally, since the problem (9.20) might be infeasible, then we consider the following always feasible modification

\[
\sum_{k=1}^{p} z_{ik} = d_i \quad i = 1, \ldots, n \quad (9.21)
\]

\[
[T_s R_j] - q_{js} \leq \sum_{i=1}^{n} b_{i,(j,s)} Z_{il} \leq [T_s R_j] + Q_{js}
\]

for \( l = 0, \ldots, m_s - 1, s \in \{0, 1, \ldots, S\}, j = 1, \ldots, n_s \)

\[
\sum_{i} z_{ik} = \Delta_k \quad k = 1, \ldots, p
\]

where the \( Q_{js} \geq 0 \) and \( [T_s R_j] \geq q_{js} \geq 0 \) are the bounds on maximum shortage and oversupply of option \( j \) in a single delivery period of supplier \( s \). The bounds may of course be minimized giving rise to a family of optimization problems involving \( Q_{js} \) and \( q_{js} \).
9.10.2 The complexity

We have the following complexity result that states that minimizing order size variability in the periodic synchronized supply chains is NP-hard in the strong sense, in fact even the feasibility test for the system of inequalities (9.20) is NP-hard in the strong sense.

Theorem 9.15. The minimization of order size variability in the periodic synchronized supply chain problem is NP-hard in the strong sense.

Proof. Let the positive integers $a_1, \ldots, a_{3m}$ and $A$ make up an instance of the 3-partition problem. We define a two level supply chain with $n = 3m$ models at L1 and a single supplier at L2. The supplier content $b$ of each model is given in Table 9.9 where model $i$ simply requires $a_i$ units of supply $(1,1)$. The demand for each model equals 1, and we assume period $T_1 = 3$ for the supplier. Then, $D_{(1,1)} = mA$, $D = 3m$, and $T_1 R_{(1,1)} = A$. For a 3-partition $P_1, \ldots, P_m$ of the set $\{1, \ldots, 3m\}$ the sequence $P_1 \rightarrow \cdots \rightarrow P_m$ where the permutation in each set $P_i$ is arbitrary solves the periodic synchronized supply chain problem since the order size in each delivery cycle equals $A$ for $\sum_{j \in P_i} a_j = A$. Now, let the sequence of models

$$j_1 \rightarrow j_2 \rightarrow j_3 \rightarrow \cdots \rightarrow j_{3m}$$

meet the constraint (9.20). Then, the sets $P_i = \{j_{3(i-1)+1}, j_{3(i-1)+2}, j_{3i}\}$ make up the required 3-partition of the set $\{1, \ldots, 3m\}$. This transformation is pseudo-polynomial, thus the periodic synchronized supply chain problem is NP-hard in the strong sense. \[\Box\]

9.10.3 Model-Supplier One-to-One Case

We close this section by showing a special case of the periodic synchronized delivery problem (9.21) solvable in polynomial time. The case is called model-supplier

Table 9.9 The $b$ matrix corresponding to the instance of 3-partition problem

<table>
<thead>
<tr>
<th>$m \backslash (s, j)$</th>
<th>$(1,1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a_1$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$i$</td>
<td>$a_i$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$3m$</td>
<td>$a_{3m}$</td>
</tr>
</tbody>
</table>
one-to-one case to emphasize that the matrix $b$ in this case has exactly one non-zero entry in each column and each row.

If each supply $(s, j)$ is model unique, that is there exists exactly one model $i$ such that $b_{i,(s,j)} \neq 0$, then the problem can be simplified as follows. Let $i^*(s,j)$ the unique model that requires the supply $(s, j)$. Then, (9.19) can be recast as follows

$$ D_{(s,j)} = \sum_{i=1}^{n} b_{i,(s,j)} d_i = b_{i^*(s,j),(s,j)} d_{i^*(s,j)}, $$

and

$$ T_s R_{(s,j)} = T_s \frac{D_{(s,j)}}{D} = T_s \frac{b_{i^*(s,j),(s,j)} d_{i^*(s,j)}}{D} = T_s r_{i^*(s,j)} b_{i^*(s,j),(s,j)}. $$

We thus have

$$ \sum_{i=1}^{n} b_{i,(s,j)} Z_{il} = b_{i^*(s,j),(s,j)} Z_{i^*(s,j)l}, $$

for any $l = 0, \ldots, m_s - 1, s \in \{0, 1, \ldots, S\}$, and $j = 1, \ldots, n_s$. Consequently, we would require to ideally have

$$ b_{i^*(s,j),(s,j)} Z_{i^*(s,j)l} = T_s r_{i^*(s,j)} b_{i^*(s,j),(s,j)} $$

or

$$ Z_{i^*(s,j)l} = T_s r_{i^*(s,j)}. \quad (9.22) $$

However, since the right hand side of (9.22) is integer and the left might not be then the constraint (9.20) is replaced by

$$ \lfloor T_s r_{i^*(s,j)} \rfloor \leq Z_{i^*(s,j)l} \leq \lceil T_s r_{i^*(s,j)} \rceil $$

for $l = 0, \ldots, m_s - 1, s \in \{0, 1, \ldots, S\}, j = 1, \ldots, n_s$

Additionally, we observe that if the models are supplier disjoint as well, that is for each model $i$ there is exactly one supply $i(s,j)$, that is there is exactly one nonzero entry in each row of matrix $b$, then constraint (9.23) becomes

$$ \lfloor T_s r_{i^*} \rfloor \leq Z_{i^*l} \leq \lceil T_s r_{i^*} \rceil $$

for $l = 0, \ldots, m_s^* - 1, i^* = 1, \ldots, n$

where $s^*$ is a unique supplier for $i^*$ and the other way round, that is the $i^*$ is the unique model supplied by $s^*$. Then, the system (9.21) becomes

$$ \sum_{k=1}^{p} z_{ik} = d_i \quad i = 1, \ldots, n \quad (9.24) $$

$$ \lfloor T_s r_{i^*} \rfloor \leq Z_{i^*l} \leq \lceil T_s r_{i^*} \rceil $$

for $l = 0, \ldots, m_s^* - 1, i^* = 1, \ldots, n$

$$ \sum_{i} z_{ik} = \Delta_k \quad k = 1, \ldots, p $$

and it can be solved by the network flow algorithms.
9.11 Synchronized Delivery

An alternative approach to the leveling off demand problem follows the bottleneck problem for the model level L1. However, now smoothing at each supplier is complicated by the fact that the demand for its supplies is not independent as it is the case for L1 but rather depends on the model delivery sequence. This makes the leveling off problem much more challenging. We now give details of this approach.

Let \( x_{ik} \) be the cumulative production of \( i \) for the \( k \)-prefix of the model delivery sequence. Then, the delivery sequence-dependent total demand for \((s, j)\) originating from this \( k \)-prefix is

\[
Y_{(s, j), k} = \sum_{i=1}^{n} b_{i, (s, j)} x_{ik}.
\]

Consequently, the total demand for supplier \( s \) originating from this \( k \)-prefix equals

\[
Y_{s, k} = \sum_{(s, j) \in S_s} \sum_{i=1}^{n} b_{i, (s, j)} x_{ik}.
\]

On the other hand, the total demand for supplier \( s \) as a result of demands \( d_1, \ldots, d_n \) for models \( 1, \ldots, n \) respectively, can be derived as follows

\[
D_s = \sum_{(s, j) \in S_s} D_{(s, j)} = \sum_{(s, j) \in S_s} \sum_{i=1}^{n} b_{i, (s, j)} d_i
\]

out of which

\[
D_{(s, j)} = \sum_{i=1}^{n} b_{i, (s, j)} d_i
\]

is demand for \((s, j)\) only. Thus, the ratio

\[
r_{(s, j)} = \frac{D_{(s, j)}}{D_s},
\]

for the supply \((s, j)\). Let us illustrate these definitions with an example based on the example of chain from Sect. 9.7.

**Example 9.16.** For the matrix \( b \) given in Table 9.3 the ratio calculations are shown in Tables 9.10 and 9.11. □

<table>
<thead>
<tr>
<th>( i/(s, j) )</th>
<th>(1, 1)</th>
<th>(1, 2)</th>
<th>(2, 1)</th>
<th>(2, 2)</th>
<th>(2, 3)</th>
<th>(3, 1)</th>
<th>(4, 1)</th>
<th>(4, 2)</th>
<th>(4, 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>
Thus, ideally the fraction \( r_{(s,j)} \) of \( Y_{s,k} \) should be equal to \( Y_{(s,j)} \). In other words, we minimize
\[
\min_{(s,j),k} \left| Y_{(s,j),k} - r_{(s,j)} Y_{s,k} \right|.
\]
We can rewrite the deviation in (9.28) as follows
\[
Y_{(s,j),k} - r_{(s,j)} Y_{s,k} = \sum_{i=1}^{n} b_{i,(s,j)} x_{ik} - r_{(s,j)} \sum_{(s,j) \in S_{s}} b_{i,(s,j)} x_{ik}
\]
\[
= \sum_{i=1}^{n} (b_{i,(s,j)} - r_{(s,j)}) \sum_{(s,j) \in S_{s}} b_{i,(s,j)} x_{ik}
\]
\[
= \sum_{i=1}^{n} \rho_{i,(s,j)} x_{ik}
\]
where
\[
\rho_{i,(s,j)} = b_{i,(s,j)} - r_{(s,j)} \sum_{(s,j) \in S_{s}} b_{i,(s,j)}.
\]

The following example illustrates the calculations defined by (9.29).

**Example 9.17.** For the matrix \( \mathbf{b} \) given in Table 9.3 and the ratios in Table 9.11 we have the matrix \( \mathbf{\rho} \) in Table 9.12.

Thus, the problem is to minimize
\[
\min_{(s,j),k} \left| \sum_{i=1}^{n} \rho_{i,(s,j)} x_{ik} \right|
\]
Subject to
\[
\sum_{i=1}^{n} x_{ik} = k \quad k = 1, \ldots, D
\]
\[
0 \leq x_{ik+1} - x_{ik} \leq 1 \quad i = 1, \ldots, n; k = 1, \ldots, D - 1
\]
\[
x_{iD} = d_{i} \quad i = 1, \ldots, n.
\]

Kubiak et al. [124] prove that the synchronized delivery problem, that is the minimization of (9.30) subject to (9.31)–(9.33), is NP-hard in the strong sense and they give a dynamic programming algorithm to solve it. Their algorithm runs in time \( O(n^2 \prod_{i=1}^{n} (d_{i} + 1)) \). Its experimental performance evaluation can be found in [124].

We now show a bound on the objective (9.30). We begin with the following observation.

<table>
<thead>
<tr>
<th>((s,j))</th>
<th>((1,1))</th>
<th>((1,2))</th>
<th>((2,1))</th>
<th>((2,2))</th>
<th>((2,3))</th>
<th>((3,1))</th>
<th>((4,1))</th>
<th>((4,2))</th>
<th>((4,3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_{(s,j)})</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>13</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>(D_{s})</td>
<td>13</td>
<td>18</td>
<td>13</td>
<td>18</td>
<td>5</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>(r_{(s,j)})</td>
<td>(1/3)</td>
<td>(1/3)</td>
<td>(1/3)</td>
<td>(1/3)</td>
<td>(1/3)</td>
<td>1</td>
<td>(1/3)</td>
<td>(1/3)</td>
<td>(1/3)</td>
</tr>
</tbody>
</table>
Table 9.12 The matrix $\rho$

<table>
<thead>
<tr>
<th>$i/(s,j)$</th>
<th>(1,1)</th>
<th>(1,2)</th>
<th>(2,1)</th>
<th>(2,2)</th>
<th>(2,3)</th>
<th>(3,1)</th>
<th>(4,1)</th>
<th>(4,2)</th>
<th>(4,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-\frac{3}{13}$</td>
<td>$\frac{3}{13}$</td>
<td>$\frac{10}{18}$</td>
<td>$\frac{5}{18}$</td>
<td>$\frac{5}{18}$</td>
<td>0</td>
<td>$\frac{33}{36}$</td>
<td>$-\frac{3}{36}$</td>
<td>$-\frac{30}{36}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{5}{13}$</td>
<td>$-\frac{5}{13}$</td>
<td>$\frac{-6}{18}$</td>
<td>$\frac{3}{18}$</td>
<td>$\frac{3}{18}$</td>
<td>0</td>
<td>$-\frac{29}{36}$</td>
<td>$\frac{7}{36}$</td>
<td>$\frac{22}{36}$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>$\frac{16}{18}$</td>
<td>$\frac{8}{18}$</td>
<td>$\frac{8}{18}$</td>
<td>0</td>
<td>$-\frac{39}{36}$</td>
<td>$-\frac{3}{36}$</td>
<td>$\frac{42}{36}$</td>
</tr>
</tbody>
</table>

Lemma 9.18. We have

$$\sum_{i=1}^{n} \rho_{i,(s,j)} r_i k = 0.$$  

Proof. We get

$$\sum_{i=1}^{n} \rho_{i,(s,j)} r_i = \frac{1}{D} \left( \sum_{i=1}^{n} b_{i,(s,j)} d_i - r_{(s,j)} \sum_{i=1}^{n} \sum_{(s,j) \in S_s} b_{i,(s,j)} d_i \right)$$

by (9.29). Thus, by definitions (9.26), (9.25) and (9.27) we have

$$\sum_{i=1}^{n} \rho_{i,(s,j)} r_i = \frac{1}{D} (D_{(s,j)} - r_{(s,j)} D_s) = 0.$$  

For optimal solution $x_{ik}$ to the bottleneck problem we have

$$x_{ik} = k r_i + \varepsilon_{ik},$$

where $-1 < -B^* \leq \varepsilon_{ik} \leq B^* < 1$. Thus, we have

$$\left| \sum_{i=1}^{n} \rho_{i,(s,j)} x_{ik} \right| = \left| \sum_{i=1}^{n} \rho_{i,(s,j)} k r_i + \sum_{i=1}^{n} \rho_{i,(s,j)} \varepsilon_{ik} \right|,$$

by Lemma 9.18 the bound is as follows

$$\left| \sum_{i=1}^{n} \rho_{i,(s,j)} x_{ik} \right| = \left| \sum_{i=1}^{n} \rho_{i,(s,j)} \varepsilon_{ik} \right| \leq B^* \sum_{i=1}^{n} \left| \rho_{i,(s,j)} \right| \leq B^* B_s,$$

where

$$B_s = \sum_{(s,j) \in S_s} B_{(s,j)} = \sum_{(s,j) \in S_s} \sum_{i=1}^{n} b_{(s,j),i}.$$  

9.12 Exercises

Exercise 9.19. Prove that there is no feasible solution for the following instance given in Table 9.13. Hint: See Gent [111].
Table 9.13 An infeasible instance of the temporal supplier capacity problem

<table>
<thead>
<tr>
<th>Demand</th>
<th>( p_s \times q_s )</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_i )</td>
<td>( 1 \times 2 \times 3 \times 1 \times 3 \times 2 \times 5 \times 1 \times 5 )</td>
<td>( i )</td>
</tr>
<tr>
<td>2</td>
<td>0 0 0 1 1 1 1 1 1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0 0 1 0 1 1 2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>0 1 1 1 1 0 3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0 0 0 1 0 1 0 4</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>0 1 0 1 1 0 5</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>1 1 0 0 1 1 6</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>1 1 1 1 0 1 7</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>0 0 1 0 1 0 1 8</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>0 1 0 0 0 0 9</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>1 1 0 1 0 1 10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>1 0 0 0 0 0 11</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>0 0 1 1 1 0 12</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>1 1 1 1 1 0 13</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>1 0 1 1 1 0 14</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>1 1 0 0 0 0 15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>1 1 1 1 0 0 16</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>1 0 0 1 0 1 17</td>
<td>17</td>
</tr>
<tr>
<td>1</td>
<td>1 0 0 0 0 1 18</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>0 1 1 1 0 0 19</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>0 0 0 0 1 20</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>0 1 0 0 1 21</td>
<td>21</td>
</tr>
<tr>
<td>1</td>
<td>1 1 0 1 1 1 22</td>
<td>22</td>
</tr>
<tr>
<td>1</td>
<td>0 1 1 0 1 1 23</td>
<td>23</td>
</tr>
</tbody>
</table>

**Exercise 9.20.** Prove that the car sequencing problem is NP-hard in the strong sense even each capacity constraint is 1:2 and demand for each model is unit, that is \( d_i = 1 \) for \( i = 1, \ldots, n \)

**Exercise 9.21.** Based of the formulation in (9.4), (9.5) and (9.6) for the car sequencing problem give a formulation for the generalized pinwheel scheduling.

**Exercise 9.22.** Consider an instance of the car sequencing problem and a just-in-time sequence \( S \), possibly violating some capacity constraints, for this instance. Find an efficient way of determining the minimum number of positions in \( S \) than need to be turned in blanks – a blank is a fictitious models with no options – to turn \( S \) into a sequence that meets all option capacity constraints but not necessarily just-in-time. What is the complexity to this problem?

**9.13 Comments and References**

The car sequencing problem was shown NP-hard in the strong sense by an elegant transformation from the Hamiltonian path problem by Gent [111], though his transformation requires different capacity constraints for different car options. The
problem later was shown NP-hard in the strong sense even if each capacity requirement is either 1:4 or 2:3, see Kis [125], however yet again this transformation requires that the demands for different models differ. The IP formulation of the car sequencing problem is based on Gravel et al. [114], and Drexl and Kimms [115]. The former presents a quite comprehensive reference list of paper that solve the car sequencing problem by the ant colony optimization technique. The proof of Theorem 9.2 is from Kubiak [126], so is the mixed-model, pull supply chain framework from Sect. 9.7 and the discussion of model deliver sequences as balanced words in Sect. 9.8. Theorem 9.9 was shown in Jost [121]. More on word combinatorics can be found in Vuillon [46], Altman et al. [7], Tijdeman [60], and on balanced words in Berthe and Tijdeman [122].

Section 9.11 is based on approach to the leveling off demand from Miltenburg and Sinnamon [127], Miltenburg and Goldstein [128], Kubiak et al. [124], and Kubiak [23]. This last refers to the problem as the Output Rate Variation (ORV) problem.
Chapter 10
Fair Queueing and Stride Scheduling

10.1 Introduction

Fairness related objectives appear to have gained their prominence through fair queueing algorithms and stride scheduling – both essential building blocks of today’s information technology. This chapter focusses on the fundamental issue of defining and quantifying fairness for these two applications rather than on the technical details of their implementation and performance which can be readily found in the literature, see for instance Keshav [129], Bertsekas and Gallager [130], and Waldspurger and Weihl [131].

We first observe that though both basic fair queueing and stride scheduling use essentially the same algorithms based on the Jefferson’s method of apportionment their approach to defining and quantifying fairness have been rather different. While the former is based on the max–min criterion, and the relative as well as the absolute fairness bounds, the latter is based on the bottleneck and variance minimization. Despite these differences we propose here a common ground for both approaches to fairness in fair queueing and stride scheduling. This approach is based on the apportionment theory and the just-in-time optimization. It opens possibilities for alternative fair queueing and stride scheduling algorithms. One such clear alternative is the Webster’s method of apportionment not previously used in either fair queueing or stride scheduling contexts. This method is the only one that results in a peer-to-peer fairness consistent with a standard two-client solution – a new and promising in the context of technical systems concept of fairness.

Section 10.2 presents an illustrative example that serves as a general framework for our discussion of fair queueing algorithms and stride scheduling. Section 10.3 provides an introduction to fair queueing and its connection to the apportionment parametric methods. Section 10.4 presents different measures of fairness used historically in fair queueing. In particular the max–min fairness criterion, the relative fairness bound, and the absolute fairness bound. We show that the uniform apportionment methods naturally satisfy the max–min fairness criterion though with different objective functions. We show that the relative fairness bound is minimized by
an algorithm well-known in the apportionment theory since the sixties. The algorithm, however, is not house monotone, thus there is no on-line queueing algorithm to minimize the relative fairness bound. We also show a good approximation of the Generalized Processor Sharing policy which is based on the weighted bottleneck deviation minimization algorithm developed in Chap. 3. The Generalized Processor Sharing policy is considered as an ideal fair scheduling policy in the networking literature. This policy is a benchmark against which to compare any other queueing algorithm in the absolute fairness measure.

Section 10.5 introduces stride scheduling. We show there that the basic stride scheduling is the Jefferson’s divisor method of apportionment problem. We argue that the quota divisor methods would greatly reduce the throughput error if used instead of the Jefferson’s method in stride scheduling, however, at the cost of loosing population monotonicity of the Jefferson’s method. We also show that the bottleneck algorithm would minimize the throughput error. We finally discuss the minimization of the response time variability in stride scheduling.

Section 10.6 proposes another approach to fairness in fair queueing and stride scheduling. This one is called peer-to-peer fairness and it is essentially based on the Webster’s apportionment method. In a nutshell, this approach produces a solution which is consistent with the standard two-client solution being arguably ideal for any two flows or clients competing for resources – either the bandwidth or the central processor unit time.

10.2 The Story of Tiles: The Start, The Finish, or The In-Between

We now introduce a common framework for our discussion of fairness in fair queueing and stride scheduling.

The framework is based on a simple model with \( n \) types of tiles. Each tile of type \( i \) is \( \ell_i \) units long, \( i = 1, \ldots, n \). The \( \ell_i \) can be the packet size (in bits) of flow \( i \) in fair queueing or the stride length, the reciprocal of the number of tickets, of client \( i \) in stride scheduling. The tiles of each type are arranged into an infinite strip of type \( i \) where tiles of type \( i \) are placed one next to another without gaps, see Fig. 10.1. This

\[
\begin{array}{cccccccc}
\ell_n & \ell_n & \ell_n & \ell_n & \ell_n & \ell_n & \ell_n & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \\
\ell_3 & \ell_3 & \ell_3 & \ell_3 & \ell_3 & \ell_3 & \ldots \\
\ell_2 & \ell_2 & \ell_2 & \ell_2 & \ell_2 & \ell_2 & \ell_2 & \ell_2 & \ell_2 & \ldots \\
\ell_1 & \ell_1 & \ell_1 & \ell_1 & \ell_1 & \ell_1 & \ell_1 & \ldots \\
0 & & & & & & & \\
\end{array}
\]

Fig. 10.1 The framework for fair queueing and stride scheduling
strip models backlogged packets from flow $i$ waiting for bandwidth allocation in the fair queueing context or backlogged strides of client $i$ waiting for quanta allocation in the stride scheduling context. Thus, the ends of tiles in the strip of type $i$ are at points $k\ell_i$, $k = 1, 2, 3, \ldots$. The set of these points is then

$$E_i = \{k\ell_i : k = 1, 2, 3, \ldots\}.$$ 

Let

$$f_1 \leq f_2 \leq \cdots$$

be the ascending order of the points of the multiset $\bigcup_{i=1}^{n} E_i$. Let us consider the sequence

$$S = s_1s_2s_3 \cdots$$

where

$$s_k = i$$

if and only if $f_k \in E_i$.

The sequence $S$ is the Jefferson’s sequence. To see this let us consider the point in position $k$. Let $x_{i,k}$ be the number of the ends from $E_i$ on the list

$$s_1s_2 \cdots s_k$$

and consider

$$x_{i,k}\ell_i.$$ 

Then, position $k+1$ of $S$ is occupied by the end from the list $i^*$ such that

$$l_j + x_{j,k} \ell_j \geq l_{i^*} + x_{i^*,k} \ell_{i^*} \text { for all } j = 1, \ldots, n$$

or

$$\frac{\frac{1}{\ell_{i^*}}}{x_{i^*,k} + 1} \geq \frac{\frac{1}{\ell_j}}{x_{j,k} + 1}$$

which is exactly the Jefferson’s parametric method for the population vector

$$\left(\frac{1}{\ell_1}, \ldots, \frac{1}{\ell_n}\right),$$

see Theorem 2.2 and Table 2.1. Notice that without loss of generality the populations can be made integer by taking $p_i = \frac{\text{lcm}(\ell_1, \ldots, \ell_n)}{\ell_i}$ instead of $\frac{1}{\ell_i}$.

Similarly, we observe that by considering the starts $k\ell_i$, $i = 1, \ldots, n$, $k = 0, 1, 2, 3, \ldots$,

$$S_i = \{k\ell_i : k = 0, 1, 2, 3, \ldots\}$$

we can build the Adams’s sequence, and by considering the middle points $k\ell_i + \frac{1}{2}\ell_i$,

$$M_i = \{k\ell_i + \frac{1}{2}\ell_i : k = 0, 1, 2, 3, \ldots\}$$
we can obtain the Webster’s sequence. Finally, by taking $0 \leq \delta \leq 1$ and points $k\ell_i + \delta \ell_i$, $i = 1, \ldots, n$, $k = 0, 1, 2, 3, \ldots$, we obtain the sequence for the parametric method $\phi^\delta$, see Sect. 2.4.2. We illustrate these sequences, that is the Jefferson’s, the Adams’s, and the Webster’s, by the following example.

**Example 10.1.** For $\ell_a = 2$, $\ell_b = 3$, and $\ell_c = 5$ we have

\[
E_a = \{2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, \ldots\}
\]

\[
E_b = \{3, 6, 9, 12, 15, 18, 21, 24, 27, 30, 33, \ldots\}
\]

\[
E_c = \{5, 10, 15, 20, 25, 30, 35, \ldots\}
\]

and

\[
M_a = \{1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, \ldots\}
\]

\[
M_b = \{1.5, 4.5, 7.5, 10.5, 13.5, 16.5, 19.5, 22.5, 25.5, 28.5, 31.5, \ldots\}
\]

\[
M_c = \{2.5, 7.5, 12.5, 17.5, 22.5, 27.5, 32.5, \ldots\}
\]

and

\[
S_a = \{0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, \ldots\}
\]

\[
S_b = \{0, 3, 6, 9, 12, 15, 18, 21, 24, 27, 30, \ldots\}
\]

\[
S_c = \{0, 5, 10, 15, 20, 25, 30, \ldots\}
\]

Thus, the sequence for the finish times, the Jefferson’s sequence, is

\[(abacabacabacabcaabcaabcabaabc)^\infty\]

the sequence for the midpoints, the Webster’s sequence, is

\[(abcabaabcabacabacabcaabcaabc)^\infty\]

the sequence for the start times, the Adams’s sequence, is

\[(abcabacabacabcaabcaabcbaabc)^\infty\]

Each sequence has the cycle of length 31 since $\text{lcm}(2, 3, 5) = 30$ and the three populations are $\frac{30}{2} = 15$, $\frac{30}{3} = 10$, and $\frac{30}{5} = 6$ respectively, summing up to 31.

\[\square\]

### 10.3 Fair Queueing

In a packet-switching or datagram network, the Internet being one, fair queueing algorithms set the rules of bandwidth allocation at the gateways of the network so that a good user behavior is encouraged and enforced throughout the network. Demers et al. [132] argue, following the game-theoretic view of the bandwidth allocation
first proposed by Nagle [12], that a formal game-theoretic analysis of simple gate-
way models suggests that fair queueing algorithms may be “the only reasonable
queueing algorithms to . . . make self-optimizing source behavior result in fair, pro-
tective, non-manipulable, and stable networks.” We show here that the fair queueing
algorithms, proposed in the literature and implemented in practice, to determine
the rules of the gateway’s bandwidth allocation are essentially two basic parametric
methods of apportionment: the Adams’s and the Jefferson’s methods. Following this
new insight, we argue that the Webster’s method of apportionment, not known to the
author to be used as a queueing algorithm thus far, might be even a better choice for
a fair queueing algorithm than the other two. Let us now look closer at the issue of
fair queueing at a gateway of a packet-switching network.

A gateway has a number of incoming and outgoing links through which pack-
ets from various sources are routed to various destinations. Each outgoing link
maintains separate queues associated with it, one queue for each individual source–
destination pair. The nonempty queues are cycled through so that in each cycle the
packet at the head of one queue is selected for transmission on the outgoing link.
The packets of a single source–destination queue are all of the same size. How-
ever, the sizes of packets for different source–destination pairs, often referred to
as users, flows or queues, may be different. For instance, short packets may result
from users engaging in remote login sessions using the Telnet protocol whereas long
packets may result from users transferring files with the FTP protocol. Furthermore,
the packets are assembled at the source and disassembled at the destination, thus
preempting a packet in any intermediate node would be in violation of the commu-
ications protocol and it is not permitted. Maintaining separate queues for different
source–destination pairs protects well-behaved pairs from ill-behaved ones. The lat-
ter by sending their packets too quickly simply increase the length of their own
queues without actually increasing their share of the bandwidth of the outgoing link
or delaying other pairs. This ensures that the ill-behaved pairs can get no more than
their fair share of the bandwidth. Though the model with the separate queues pro-
vides certain protection against antisocial behavior, it leaves open the question of a
fair share and the way to ensure it so that the whole network remains stable. Nagel
describes the problem elegantly in his seminal paper [12] as follows:

This game-theory view of datagram networks leads us to a digression on the stability
of multiplayer games. Systems in which the optimal strategy for each player is suboptimal
for all players are known to tend towards the suboptimal state. The well-known prisoner’s
dilemma problem in game theory is an example of a system with this property. But a closer
analog is the tragedy of the commons problem in economics. Where each individual can im-
prove his own position by using more of a free resource, but the total amount of the resource
degrades as the number of users increases, self-interest leads to overload of the resource and
collapse. Historically, this analysis was applied to the use of common grazing lands; it also
applies to such diverse resources as air quality and timesharing systems. In general, experi-
ence indicates that many player systems with this type of instability tend to get into serious
trouble. Solutions to the tragedy of the commons problem fall into three classes: coopera-
tive, authoritarian, and market. Cooperative solutions, where everyone agrees to be well
behaved, are adequate for small numbers of players, but tend to break down as the num-
ber of players increases. Authoritarian solutions are effective when behavior can be easily
monitored, but tend to fail if the definition of good behavior is subtle. A market solution is
possible only if the rules of the game can be changed so that the optimal strategy for players results in a situation that is optimal for all. Where this is possible, market solutions can be quite effective. The above analysis is generally valid for human players. In the network case, we have the interesting situation that the player is a computer executing a preprogrammed strategy. But this alone does not ensure good behavior; the strategy in the computer may be programmed to optimize performance for that computer, regardless of network considerations. A similar situation exists with automatic redialing devices in telephony where the user’s equipment attempts to improve performance over an overloaded network by rapidly redialing failed calls. Since call-setup facilities are scarce resources on telephone systems, this can seriously impact the network; there are countries that have been forced to prohibit such devices (Brazil, for one). This solution by administrative fiat is sometimes effective and sometimes not, depending on the relative power of the administrative authority and the users. As transport protocols become more commercialized and competing systems are available, we should expect to see attempts to tune the protocols in ways that may be optimal from the point of view of a single host, but suboptimal from the point of view of the entire network. We already see signs of this in the transport protocol implementation of one popular workstation manufacturer. So, to return to our analysis of a pure datagram internetwork, an authoritarian solution, would order all hosts to be “well behaved” by fiat; this might be difficult since the definition of a well-behaved host in terms of its externally observed behavior is subtle. A cooperative solution faces the same problem, along with the difficult additional problem of applying the requisite social pressures in a distributed system. A market solution requires that we make it pay to be well behaved. To do this, we will have to change the rules of the game. see Nagle [12], pp. 436–437.

The authoritarian solution refereed to in the Nagel’s comments has perhaps unknowingly been found in the apportionment solution to the fair representation problem of meeting the ideal of one man, one vote. Here is why.

The following two queueing algorithms have been formulated in the literature in response to the Nagel work:

1. Fair queueing based on starting times by Greenberg and Madras, [133], stipulates that whenever a packet finishes transmission on outgoing link the next one transmitted on that link is the one with the earliest start time.
2. Fair queueing based on finishing times by Demers et al. [132], stipulates that whenever a packet finishes transmission on outgoing link the next one transmitted on that link is the one with the earliest finish time.

These two work essentially as follows. Let \( \ell_i \) be the packet size of queue \( i \), and let \( a_i \) be the number of packets from that queue that got transmitted on the outgoing link thus far. When a packet from some queue finishes transmission, then the former algorithm selects a next packet from the queue (flow) \( i^* \) such that

\[
\ell_j a_j \geq \ell_i a_i^* \quad \text{for all } j
\]

whereas the latter selects a next packet from the queue \( i^* \) such that

\[
\ell_j (a_j + 1) \geq \ell_i (a_i^* + 1) \quad \text{for all } j.
\]

Thus, the fair queueing based on starting times is clearly the Adams’s method of apportionment and the fair queueing based on finishing times is the Jefferson’s method, see Chap. 2 for details of these methods, where the population of state \( i \) is \( \frac{1}{\ell_i} \).
Consequently, the fair queueing based on starting times maximizes the minimum share of the bandwidth, that is it optimizes

\[ \max \min_i \frac{a_i}{p_i} = \max \min_i \ell_i a_i, \tag{10.3} \]

whereas the fair queueing based on finishing times minimizes the maximum share of the bandwidth, that is it optimizes

\[ \min \max_i \frac{a_i}{p_i} = \min \max_i \ell_i a_i, \tag{10.4} \]

see Balinski and Young [2].

However, the fair queueing based on the midpoints rather than either starting or finishing times may prove even better choice for a fair queueing algorithm since it results in the Webster’s method of apportionment, which as we argued throughout this book, see Chaps. 2 and 5, provides a number of advantages over the other two, the Adams’s and the Jefferson’s methods. The fair queueing based on the midpoint selects a next packet from the queue \( i^* \) such that

\[ \ell_j \left( a_j + \frac{1}{2} \right) \geq \ell_{i^*} \left( a_{i^*} + \frac{1}{2} \right) \] for all \( j \).

(10.5)

The fair queueing based on the midpoint, or the Webster’s method, minimizes the following, different from both (10.3) and (10.4), objective. The queue \( i \) share of the bandwidth is \( \frac{a_i}{p_i} = \ell_i a_i \) whereas the ideal share for all the queues at the gateway is

\[ \frac{\sum a_i}{\sum p_i} = \frac{a}{P} = \frac{a}{P}. \]

The Webster’s method minimizes the weighted squared difference between each queue share and the ideal share defined as follows

\[ \sum_i p_i \left( \frac{a_i}{p_i} - \frac{a}{P} \right)^2. \tag{10.6} \]

Notice that the weight for the queue \( i \) is \( \frac{1}{\ell_i} \) where \( \ell_i \) is the queue \( i \) packet size in bits, thus the Webster’s method minimizes the weighted squared difference between each flow’s share and the ideal share summed over all queues, see Balinski and Young [2], and Young [3].

All three methods, the Adams’s and the Jefferson’s known from the existing queueing literature and the Webster’s suggested here for the fair queueing algorithm, are the parametric methods of apportionment and thus they are all uniform. Therefore, they ensure that a fair bandwidth allocation remains a fair bandwidth allocation for every subset of queues. For the Adams’s method, this ensures that minimum share is maximized and that holds even if we remove any queue and reduce the total bandwidth accordingly by taking away all this queue’s bandwidth.
allocations. The Jefferson’s method ensures that the maximum share is minimized and this condition remains recursively true as we remove any queue and again reduce the total bandwidth accordingly by taking away all this queues’s bandwidth allocations. Finally, the Webster’s method minimizes the weighted squared difference between each queue’s share and the ideal share summed over all queues and again this holds recursively true as we remove any queue.

10.4 Which Queueing Fairness?

10.4.1 Max–Min Fairness Criterion

The selection of the most appropriate objective for fair queueing algorithms has not received its due attention in the literature except for the max–min fairness criterion, see Gafni and Bertsekas [134], which has been historically yet somewhat arbitrarily tied up with fair queueing. The criterion can be defined as follows.

Consider the allocation of a single resource among \( n \) users. There are \( \lambda \) units of this resource and each of the users requests \( \rho_i \) and receives \( \lambda_i \) units. The max–min fairness criterion stipulates that an allocation is fair if

1. No user receives more than its request, that is \( \rho_i \geq \lambda_i \)
2. No other allocation scheme that satisfies (1) has a higher minimum allocation
3. Condition (2) remains recursively true as we remove the minimal user and reduce the total resource accordingly, that is

\[
\lambda := \lambda - \lambda_{\text{min}}
\]

As we have shown, the Adams’s, the Jefferson’s and the Webster’s methods satisfy the conditions (2) and (3) of this definition albeit with different objectives (10.3), (10.4), and (10.6) respectively. Actually, the Adams’s method maximizes the minimum allocation, see (10.3), thus literally meeting condition (2). The condition (1) simply provides an upper bounds for user allocations and it is irrelevant for backlogged flows. Thus, we conclude that the well known and widely used for more than 20 years max–min fairness criterion results in the Adams’s method of apportionment. Though this method’s quality has been widely recognized, the method may prove not the best queueing algorithm available since it may be bettered by the qualities of the Webster’s method as we argued in Chaps. 2 and 5.

The choice of an objective to optimize in the condition (2) of the max–min criterion remains an open question. Though, the fair queueing aims may not be exactly the same as those of the apportionment problem, this still remains to be seen, the choice of the objective function for a fair queueing algorithm may actually be a wrong question to ask in a much the same way as it has been argued to be a wrong question to ask for the apportionment problem, see Balinski and Young [2]. The latter asks instead what is the apportionment method, if any, that meets all desirable
properties without actually explicitly asking what is the objective it optimizes. The approach is thus axiomatic, and the focus is on the desirable properties instead.

### 10.4.2 Relative Fairness Bound

Relative fairness will be determined for flows that are all backlogged in time interval \((0, t)\), where \(t\) is time in seconds, see also Zhou and Seth [135]. For a queueing algorithm \(Q\) the relative fairness bound, \(RFB\), is defined as follows.

\[
RFB = \max_{(0,t),i,j} \left| \frac{S_i^Q(t)}{w_i} - \frac{S_j^Q(t)}{w_j} \right|
\]

(10.7)

where \(w_i\) is an integer weight of queue \(i\), and \(S_i^Q(t)\) is the number of bits (in complete packets) send by \(Q\) in time interval \((0, t)\) from flow (queue) \(i\). Since bits from each queue are sent in complete packets only, the \(S_i^Q(t)\) is as follows

\[
S_i^Q(t) = x_{i,(0,t)} \ell_i,
\]

(10.8)

where \(x_{i,(0,t)}\) is the number of packets send by \(Q\) in \((0,t)\) from \(i\). Thus,

\[
\frac{S_i^Q(t)}{w_i} = \frac{x_{i,(0,t)}}{w_i} = \frac{x_{i,(0,t)}}{p_i},
\]

(10.9)

where the population \(p_i = \frac{w_i}{\ell_i}\) is simply weight per packet bit for the queue \(i\). The \(x_{i,(0,t)}\) is a counting function that increases its value by 1 at points, referred to as step points,

\[
0 < t_{1,i} < \cdots < t_{k,i} < \cdots
\]

in time, and it remains constant in between any two consecutive step points. That is

\[
x_{i,(0,t_k,i)} - x_{i,(0,t_k,i-\varepsilon)} = 1
\]

and

\[
x_{i,(0,t_{1,i}-\varepsilon)} = 0
\]

for any sufficiently small \(\varepsilon > 0\). Observe that

\[
t_{k+1,i} - t_{k,i} \geq \frac{\ell_i}{C}
\]

where \(\frac{\ell_i}{C}\) is the minimum amount of time to send one packet from queue \(i\), and \(C\) is the transmission rate in bits per second. Let

\[
0 < T_1 < T_2 < \cdots < T_m < \cdots
\]
be all step points of these counting functions. Let us denote this set of counting functions by $C$. We can rewrite (10.7) as follows

$$RFB = \max_{(0,t),i,j} \left| \frac{x_{i,(0,t)}}{p_i} - \frac{x_{j,(0,t)}}{p_j} \right| = \max_{m,i,j} \left| \frac{x_{i,m}}{p_i} - \frac{x_{j,m}}{p_j} \right|$$ (10.10)

where

$$x_{i,(0,m)} = x_{i,(0,T_m)}.$$

Our goal is to find the $x_{i,(0,m)} = x_{i,m}$ that minimizes (10.10). We have the following theorem.

**Theorem 10.2.** There exists no queueing algorithm that is house monotone and minimizes the RFB measure.

**Proof.** Balinski and Shahidi [16], and Ibaraki and Katoh [19] show that there exists no house monotone apportionment method minimizing objective function in (10.10). $\square$

Theorem 10.2 proves that it is impossible to build an on-line algorithm that minimizes the RFB measure. That is it may always happen that the sequence that minimizes the RFB measure for the packets transmitted so far becomes suboptimal by extending it by one more packet. However, if the total set of packets is known a priori, an optimal sequence can be found by an off-line algorithm based on a dynamic programming algorithm proposed by Burt and Harris [136].

### 10.4.3 Absolute Fairness Bound

The absolute fairness bound deals with the absolute deviation between the flow send from a queue by a given queueing algorithm $Q$ and the ideal amount of flow send from the queue by the Generalized Processor Sharing (GPS) policy. The GPS works in a weighted round robin fashion, see Parekh and Gallager [137] for the details and analysis of the GPS, sending from each queue an amount of flow proportional to the weight associated with the queue. The flow send by the GPS is divisible which is not the case for $Q$. The GPS policy meets the following condition, for any two queues $i$ and $j$ in interval $(0,t)$

$$\frac{F^G_i(t)}{F^G_j(t)} = \frac{w_i}{w_j},$$ (10.11)

where $F^G_i(t)$ is the flow send from queue $i$ in interval $(0,t)$. Summing up (10.11) over all $n$ queues, we get the following

$$F^G_i(t) = tC\frac{w_i}{W}$$ (10.12)
where $C$ is the transmission rate in flow units per second and $W = \sum_{i=1}^{n} w_i$. In practice, the GPS policy cannot be implemented since the data in packet-switching networks is sent in packets rather than in divisible flows. However, the GPS serves as a benchmark in the absolute fairness bound. The absolute fairness bound, $AFB$, for a given queueing algorithm $Q$ is defined as follows.

$$AFB = \max_{(0,t),i} \left| \frac{S^Q_i(t)}{w_i} - \frac{F^Q_i(t)}{w_i} \right|.$$ 

Since the data is sent by $Q$ in packets rather than in divisible flows the following condition holds for $Q$

$$S^Q_i(t) = x_{i(0,t)}\ell_i,$$

where $x_{i(0,t)}$ denotes the number of complete packets sent by $Q$ from queue $i$ in the interval $(0,t)$. Combining (10.12) and (10.13) with (10.13), we can write the following formula for the $AFB$ measure.

$$AFB = \max_{(0,t),i} \left\{ \frac{1}{w_i} \left[ x_{i(0,t)}\ell_i - tC\frac{w_i}{W} \right] \right\},$$

which is equivalent to

$$AFB = \max_{(0,t),i} \left\{ \ell_i \left[ x_{i(0,t)} - tC\frac{w_i}{W\ell_i} \right] \right\}.$$

Now, let us define $k$ as follows

$$k = \sum_{i=1}^{n} tC\frac{w_i}{W\ell_i} = \frac{tCD}{WL}. \quad (10.16)$$

and the rate $r_i$

$$r_i = \frac{d_i}{D} = \frac{Lw_i}{\ell_i} D,$$

where the demand $d_i = \frac{\text{lcm}(\ell_1, \ldots, \ell_n)w_i}{\ell_i} = \frac{Lw_i}{\ell_i}$ for queue $i$, and

$$D = \sum_{i=1}^{n} \frac{Lw_i}{\ell_i}.$$

Thus, the GPS could potentially send

$$\lfloor kr_i \rfloor = \left\lfloor \frac{tC\frac{w_i}{W\ell_i}}{D} \right\rfloor$$

packets from queue $i$ in $(0,t)$. We can thus rewrite (10.15) as follows

$$AFB = \max_{(0,t),i} \left\{ \frac{1}{d_i} \left[ x_{i(0,t)} - kr_i \right] \right\}.$$
Let $AFB(C)$ be the minimum absolute fairness bound over all counting functions in $C$ defined in Sect. 10.4.2. Let $C^M \subset C$ be a subset of the counting functions where each $t_{m,i}$ is a linear integer combination of $\ell_j/C$, $j = 1, \ldots, n$, that is there are non-negative integers $\alpha_j$, $j = 1, \ldots, n$, dependent on $m$ and $i$ such that

$$t_{m,i} = \alpha_1 \ell_1/C + \cdots + \alpha_n \ell_n/C.$$ 

Let $AFB(C^M)$ be the minimum absolute fairness bound over all counting functions in $C^M$. Obviously, $AFB(C) \leq AFB(C^M)$. Now, assume that all counting functions $x_i(0,t)$ are in $C^M$ for $i = 1, \ldots, n$. Let

$$0 < T_1 < T_2 < \cdots < T_m < \cdots$$

be all step points of these counting functions. All of them are different, and the total

$$\sum_{i=1}^n x_i(0,t) = m$$

for any $T_m \leq t < T_{m+1}$. Moreover,

$$T_m = \alpha_1 \ell_1/C + \cdots + \alpha_n \ell_n/C$$

thus there are

$$m = \alpha_1 + \cdots + \alpha_n$$

complete packets send in $(0, T_m)$ by $Q$. Hence, we have

$$|x_i(0,t) - kr_i| \leq \max \{ |x_i(0,T_m) - k'r_i|, |x_i(0,T_m) - k''r_i| \}$$

(10.20)

for $T_m \leq t < T_{m+1}$, where

$$k' = \frac{CD}{WL}T_m \text{ and } k'' = \frac{CD}{WL}T_{m+1}.$$ 

Consider the counting function defined as follows $y_i(0,m) = x_i(0,T_m)$ with the step points at $1, 2, \ldots, m, \ldots$ Clearly, the $y_i(0,m)$ is in $C^M$. For simplicity, we use the notation $y_{i,m}$ for $y_i(0,m)$. We have

$$\max_{m,i} \left\{ \frac{1}{d_i} |y_{i,m} - kr_i| \right\}$$

(10.21)

$$\leq \max_{m,i} \left\{ \frac{1}{d_i} \max\{|y_{i,m} - mr_i + (m - k')r_i|, |y_{i,m} - mr_i + (m - k'')r_i|\} \right\}$$

(10.22)

Let $y'_{i,m}$ minimize the bottleneck on the right hand side of the inequality (10.21). We then have
10.5 Stride Scheduling

The market solution first alluded to by Nagle [12] as an alternative to the cooperative and authoritarian solutions to stabilize the multiplayer games played to obtain resources in computer systems has been proposed in the form of stride
scheduling. The stride scheduling was introduced by Waldspurger and Weihl in their 1995 reports [13, 131], and independently by Maheshwari [138], as a universal, deterministic scheduling paradigm.

The stride scheduling allows clients to buy, sell and trade tickets according to the rules of a computational market, for instance the Spawn distributed computational economy proposed by Waldspurger et al. [11]. The number \( d_i \) of tickets acquired by a client \( i \) then determines the rate at which the client will receive the resources needed for its job, which competes for resources with jobs of other clients. The total number of tickets issued equals \( D = \sum_{1 \leq i \leq n} d_i \).

The number of tickets issued to a client quantifies the client’s resource rights. The tickets can be issued in various currencies and distributed in a modular fashion. The clients can be issued tickets in the base currency and then each of them can allocate tickets in its own currency to its various tasks. For instance, a client who obtained 10 tickets in the base currency may allocate 40 tickets in its own currency to its task \( A \), 50 to its task \( B \), and 10 to its task \( B \). Thus, allocating 4, 5, and 1 tickets, respectively in the base currency.

The resources are allocated to clients in discrete time slices \( 1, 2, \ldots \), called quanta. The main idea of stride scheduling is to calculate a stride \( \ell_i = \frac{1}{d_i} \), inversely proportional to number of client’s tickets, that client must wait between successive resource allocations. A client with a shorter stride will get resource allocations more frequently than a client with a longer stride. For instance a client with double the stride of another client will execute twice as slowly getting just half of the resource allocations of the client with the shorter stride. We assume for the simplicity of exposition that the stride \( \ell_i \) of client \( i \) equals \( \frac{L}{d_i} \), where the constant \( L \) is only used to obtain high-precision fixed-point integer representation of the strides \( \ell_i \) for individual clients, see Waldspurger and Weihl [13] for a discussion of this technical problem. We assume \( L \) to be equal \( \text{lcm}(d_1, \ldots, d_2) \). The client \( i^* \) to be allocated resources in quantum \( k + 1, k = 0, 1, 2, \ldots \), is calculated as follows

\[
\frac{L(x_{i,k} + 1)}{d_j} \geq \frac{L(x_{i^*,k} + 1)}{d_{i^*}}
\]  

(10.24)

where \( x_{i,k} \) is the client’s \( i \) number of quantum allocations received during the first \( k \) quantum allocations. We assume that initially \( x_{i,0} = 0 \) for \( i = 1, \ldots, n \), and the ties are broken using the ascending order of the client’s index \( i = 1, \ldots, n \). It is obvious from (10.24) that the sequence of allocations produced by the stride scheduling is independent of \( L \). Therefore, from now on, we shall assume without loss of generality that \( i^* \) is calculated, equivalently, as follows.

\[
i^* = \arg\max_i \left\{ \frac{d_i}{x_{i,k} + 1} \right\},
\]  

(10.25)

Thus, the basic stride scheduling is just the Jefferson’s method of apportionment. Because of the parameter \( \delta = 1 \) for the Jefferson’s parametric method, see Table 2.1, we call it the 1-stride scheduling.
10.5 Stride Scheduling

We now discuss main metrics of the stride schedules: the throughput error and the response time variability.

### 10.5.1 Throughput Error

The stride scheduling keeps track of the number of resource allocations each client \( i \) has received out of the first \( k \) allocations, \( x_{i,k} \), and uses the criterion in (10.24) to decide which client gets the next quantum. Therefore there is a negligible overhead for this rather efficient scheduling algorithm. Waldspurger and Weihl [13] view the stride scheduling as a mechanism to keep the progress of each client \( i \) job as close to the ideal progress defined by the straight line

\[
d_i \frac{k}{D}
\]

as possible. It is worth noticing that it is essentially the same goal as in the solution to the Liu–Layland problem given in Chap. 8.

The deterministic stride scheduling has been originally conceived as an alternative to a random lottery scheduling which results in a more erratic progress of a client job. To see this let us have a closer look at the lottery scheduling first. The lottery scheduling determines each allocation by holding a lottery where client \( i \) with \( d_i \) tickets has probability \( \pi_i = \frac{d_i}{D} \) of winning it. We use the notation \( \pi_i \) instead of the traditional \( p_i \) for the probability since the latter is set aside for the population in the apportionment problem. Thus, the lottery is a Bernoulli process with a probability of success \( \pi_i \) for client \( i \), and consequently the number of lotteries \( w_k \) won by \( i \) in \( k \) identical, independent lotteries has a binomial distribution. Therefore, the expected number of wins \( E(w_k) \) is

\[
E(w_k) = k\pi_i = k\frac{d_i}{D},
\]

and the variance \( V(w_k) \) is

\[
V(w_k) = \sigma^2(w_k) = k\pi_i(1 - \pi_i) = k\frac{d_i(D - d_i)}{D^2} \leq \frac{k}{4}.
\]

Given these, let us estimate the expected throughput error for the lottery scheduling defined as the expected value of the following absolute deviation

\[
E \left( \left| w_k - k\frac{d_i}{D} \right| \right)
\]

by Waldspurger and Weihl [13]. By the Markov’s inequality, see Ross [66], we have

\[
P \left( \left| w_k - k\frac{d_i}{D} \right| \geq \sigma(w_k) \right) \leq \frac{E \left( \left| w_k - k\frac{d_i}{D} \right| \right)}{\sigma(w_k)}.
\]
By the Central Limit Theorem

\[
P\left( \frac{|w_k - k \frac{d_i}{D}|}{\sigma(w_k)} \geq 1 \right) \]

tends to a constant 0.3174 as \( k \) tends to \( \infty \). Moreover,

\[
E\left( \left| w_k - k \frac{d_i}{D} \right| \right) \leq \frac{\sqrt{k}}{2},
\]

(10.26) see Exercise 10.5. Thus, we have

\[
\frac{E\left( \left| w_k - k \frac{d_i}{D} \right| \right)}{\sigma(w_k)} \leq 1.
\]

Therefore,

\[
E\left( \left| w_k - k \frac{d_i}{D} \right| \right) = \Theta(\sqrt{k}),
\]

that is \( \sqrt{k} \) is both an upper and lower bound on the expected throughput error \( E\left( \left| w_k - k \frac{d_i}{D} \right| \right) \). Thus, the throughput error of the lottery scheduling can grow without bound as \( k \) increases. This is certainly the main disadvantage of the lottery scheduling. On the other hand, the stride scheduling reduces the throughput error considerably. In fact it may keep the throughput error below 1 as long as we replace the Jefferson’s method in it by a bottleneck optimal algorithm or quota-divisor methods. We show this now.

Waldspurger and Weihl [13] define the throughput error of stride scheduling, called also accuracy, as the maximum absolute or bottleneck deviation

\[
\min_{i,k} \max_{i,k} |x_{i,k} - k \frac{d_i}{D}|
\]

introduced also in Chap. 5 in (5.2). Waldspurger and Weihl realize that their basic 1-stride scheduling may produce sequences with a large absolute throughput error. We now know that this is because a parametric method with \( \delta = 1 \), that is the Jefferson’s method, always advances the allocations of the high-throughput clients, that is clients with large number of tickets. Waldspurger and Weihl also point out that a similar behavior, resulting in large throughput error, has been exhibited by similar to the stride scheduling fair queueing algorithms. Again, we know now that these algorithms are essentially the Jefferson’s method of apportionment as well.

To illustrate this problem with the parametric methods consider an instance with 101 clients and the following ticket allocations

\[
d_1 = 100, d_2 = \ldots = d_{101} = 1.
\]
The 1-stride algorithm would result in a cycle where client 1 receives the first 100 quanta followed by the remaining 100 clients receiving 1 quantum each. The throughput error of this cycle is 50. Notice that since \( x_{1,k} = 100 \) for \( k = 100 \) and \( r_1 = \frac{1}{2} \), then \( |x_{1,k} - kr_1| = 50 \) for \( k = 100 \). The \( \frac{1}{2} \)-stride scheduling, the Webster’s method, would reduce this error twice. It would result in a cycle where client 1 receives the first 50 quanta followed by the remaining 100 clients receiving 1 quantum each, and followed by 50 quanta allocated to client 1. Clearly, the throughput error of this cycle is 25. Notice that since \( x_{1,k} = 50 \) for \( k = 50 \) and \( r_1 = \frac{1}{2} \), then \( |x_{1,k} - kr_1| = 25 \) for \( k = 50 \). However, it follows from Theorem 5.8 that the optimal throughput error does not exceed \( 1 - \frac{1}{200} = \frac{199}{200} \), a cycle that attains this throughput error allocates all odd quanta between 1 and 200 to client 1, and all even quanta to the remaining clients in an arbitrary way. In fact, an optimal cycle results in a throughput error of \( \frac{198}{200} \). This optimal cycle allocates all odd quanta between 1 and 100, and all even quanta between 101 and 200 to client 1 and all the remaining quanta to the remaining clients in an arbitrary way. Notice that a more sophisticated hierarchical stride scheduling, we refer the reader to Waldspurger and Weihl [13] for details, is able to reduce the throughput error for the instance discussed above to 4.5 only. However, further reduction is possible and follows the ideas developed in Chap. 5. This reduction can be summarized as follows.

**Theorem 10.3.** The algorithm defined in Sect. 5.2 minimizes the throughput error. The optimal throughput error is always less than 1. Moreover, all quota-divisor methods of apportionment keep the throughput error below 1.

By the Impossibility theorem, Theorem 2.4, respecting priorities, which is a key axiom in the axiomatic approach to the apportionment problem, can only be achieved at the cost of increased throughput error. Therefore, by attempting to minimize the throughput error the stride scheduling may compromise population monotonicity.

### 10.5.2 Response Time Variability

Waldspurger and Weihl [13] define the response time variability as the elapsed time from a client’s completion of one quantum up to and including its completion of the next. In the lottery scheduling the number of lotteries needed until next success of client \( i \), \( \alpha_i \), is a geometric random variable with the expected value

\[
E(\alpha_i) = \bar{\alpha}_i = \frac{D}{d_i}
\]

and the variance

\[
Var(\alpha_i) = \bar{\alpha}_i(\bar{\alpha}_i - 1) = \frac{D(D - d_i)}{d_i^2}.
\]

For the stride scheduling, a natural measure of the response time variability for a client is the variance of its response time. For cyclic sequences this variance for
client \( i \) can be defined as the variance of response time for the first \( d_i + 1 \) allocations. More formally, let \( \alpha_j^i \) be the number of quanta between the completion of the \( j \)th allocation and the completion of the \( j + 1 \)st, \( j = 1, \ldots, d_i \). Then the response time variability for client \( i \) is

\[
RTV_i = \sum_{1 \leq j \leq d_i} (\alpha_j^i - \bar{\alpha}_i)^2,
\]

and

\[
Var_i = \frac{1}{d_i} \sum_{1 \leq j \leq d_i} (\alpha_j^i - \bar{\alpha}_i)^2 = \frac{1}{d_i}RTV_i.
\]

Notice that the average response time \( \bar{\alpha}_i \) is constant and equal to \( \frac{D}{d_i} \) for client \( i \). For any solution with throughput error less than 1 we have, see Exercise 10.6,

\[
1 \leq \alpha_j^i \leq 2\bar{\alpha}_i, \tag{10.27}
\]

thus

\[
Var_i \leq \bar{\alpha}_i^2 \tag{10.28}
\]

Though the upper bound in (10.28) does not imply the response time variability reduction by the stride scheduling in comparison to the lottery scheduling, Waldspurger and Weihl [13] observe in their computational experiments that the stride scheduling produces much less response time variability than the lottery scheduling. As well, Corominas et al. [82] observe a substantial reduction in the response variability obtained by the exchanges on a bottleneck optimal sequence. The improvement however usually comes at a slight increase in the throughput error, see Fig. 7.2.

Unfortunately, the problem of minimizing the total response time variability defined as follows

\[
RTV = d_1 Var_1 + \cdots + d_n Var(n). \tag{10.29}
\]

is computationally more difficult than the problem of minimizing throughput error. We have Theorem 7.15 proven in Chap. 7 to show that the problem of minimizing the response time variability is NP-hard. However, it is open whether the problem of minimizing the response time variability is NP-hard in the strong sense. See Chap. 7 for more results on the response time variability minimization.

### 10.6 Peer-To-Peer Fairness

We now present the peer-to-peer fairness model. First, we give some motivation behind the model using a simple example of the stride scheduling problem, though the model itself is general and equally well applies to the fair queueing.

Consider two clients \( a \) and \( b \). Suppose client \( a \) obtains 3 tickets and client \( b \) obtains 6, then \( b \) expects advancing its task at a rate which is twice the rate of \( a \).
Thus, if clients $a$ and $b$ were the only two clients competing for shared resources, then the infinite cyclic sequence

$$(abb)^\infty$$

with the cycle $abb$, would be fair for both and neither would have a casus for complaining since out of any three consecutive quanta two are allocated to $b$, with 6 tickets, and one to $a$, with 3 tickets. Notice that $\frac{3}{6} = \frac{1}{2}$ and consequently $1 + 2 = 3$ is the smallest number of quanta to consider for clients $a$ and $b$ in any mathematically sound discussion of what constitute a fair allocation of quanta for the couple. Any smaller number of quanta would obviously be biased towards one of the clients and the $\frac{1}{2}$ ratio could not then be achieved.

However, if another client, say $c$, joins the couple with 4 tickets in their competition for the shared resources, then the sequence

$$(cbabcbabcbabc)^\infty$$

(10.30)

with the bottleneck deviation $B = \frac{9}{13}$, for the three becomes

$$(bab)^\infty$$

for $a$ and $b$, which ensures that out of any three consecutive quantum allocations two are made to $b$ and one to $a$. This should certainly be fair for the two. Also, for clients $a$ and $c$ it becomes

$$(cacacac)^\infty$$

which ensures that out of any seven consecutive quanta 3 are allocated to $a$ and 4 to $c$. Again, it is fair to both $a$ and $c$ as their ticket ratio is $\frac{3}{4}$, and $3 + 4 = 7$ is the length of the shortest cycle where this ratio is achievable. Finally, for clients $b$ and $c$ the sequence becomes

$$(cbbcbbcbc)\infty$$

which means that out of any five consecutive quanta client $b$ is allocated at least 3, but sometimes 4. This could make client $c$ feel that it does not receive its fair share of allocations with respect to client $c$ as it has as many as $\frac{4}{5}$ of the number of tickets client $b$ has, though it sometimes gets only $\frac{1}{5}$ of consecutive 5 quanta. This potential perception of unfairness can be avoided by the sequence

$$(bcbachbcabca)^\infty$$

(10.31)

with the bottleneck deviation $B = \frac{11}{14}$, as it becomes

$$(bcbcb)^\infty$$

for clients $b$ and $c$. Thus out of any consecutive 5 quanta, 3 are allocated to $b$ and 2 to $c$. Furthermore, the sequence becomes

$$(bba)^\infty$$
for clients $a$ and $b$, which ensures that out of any three consecutive quantum allocations two are made to $b$ and one to $a$, and

$$(caccaca)^\infty$$

which ensures that out of any seven consecutive quanta 3 are allocated to $a$ and 4 to $c$. The sequence (10.31), has an obvious advantage of being peer-to-peer fair though it is not optimal from the bottleneck deviation standpoint. The sequence (10.30) we began with is not peer-to-peer fair but has lower bottleneck deviation of $\frac{9}{13}$. The question then is can we have a peer-to-peer fair sequence for $a, b, c$ which at the same time minimizes maximum deviation. In our example of clients $a, b, c$ the answer is positive for the sequence

$$(bcabcbabcab)^\infty \quad (10.32)$$

minimizes bottleneck deviation, its optimal value is $\frac{7}{13}$, and is peer-to-peer fair: we have

$$(bcbcb)^\infty$$

for $b$ and $c$,

$$(bab)^\infty$$

for $a$ and $b$, and finally

$$(cacacac)^\infty$$

for $a$ and $c$. Observe that the sequence (10.32) is the Webster’s sequence. Notice also that this sequence is not a balanced word since it includes subsequences $bb$ with two $b$s and $ca$ with no $b$. In fact since the Fraenkel’s conjecture holds for $n \leq 6$, see Tijdeman [5], no balanced word for clients $a, b, c$ with tickets 3, 6, and 4 respectively is possible.

We have the following definition.

**Definition 10.4 (Peer-To-Peer Fair Sequencing Problem).** Given the clients $1, \ldots, n$ with tickets $d_1 \leq \cdots \leq d_n$ respectively. Define the peer-to-peer ratio for clients $i$ and $j$, $i < j$, as $f_{ij} = \frac{d_i}{d_j} = \frac{\alpha_{ij}}{\beta_{ij}}$, where $\alpha_{ij}$ and $\beta_{ij}$ are relatively prime. Find an infinite periodic sequence $S^\infty$ with the cycle $S$ which has as small a bottleneck deviation as possible, and which is peer-to-peer fair. That is client $i$ occurs exactly $d_i$ times in $S$, and for each couple $i, j$, $i < j$, of clients any subsequence of $S_{ij}$ obtained from $S$ by deleting all clients except $i$ and $j$, whose relative positions remain as in the original sequence $S$, with the length $\alpha_{ij} + \beta_{ij}$ has exactly $\alpha_{ij}$ client $i$ allocations and exactly $\beta_{ij}$ client $j$ allocations. □

The peer-to-peer fair sequencing problem remains open. We make however a number of observations. First, it is tempting to conjecture that for any instance of the peer-to-peer fair sequencing problem there always exists solution that minimizes bottleneck deviation. An instance with three clients $a, b$ and $c$ and their tickets 3, 5, and 15, respectively, makes a simple counterexample to this conjecture. Observe, however, that the following sequence for these three clients
is peer-to-peer fair and it has bottleneck deviation $B = \frac{19}{23}$ less than 1, which follows from Theorem 2.6 as the sequence is Webster’s. The minimum bottleneck deviation for this instance is $B^* = \frac{14}{27}$. Thus, the peer-to-peer fair sequence with bottleneck not exceeding 1 is possible after all for this instance though its bottleneck is not optimal.

Though this last observation may hold true for many instances, it does not hold generally if we insists on the sequences which are not only peer-to-peer fair but also remain consistent with the standard two-client (state) solution. Then, by Theorem 2.15, the Webster’s method is the unique apportionment method that is pairwise consistent with the standard two-client (state) solution. This standard solution ensures possibly the fairest treatment of any two clients, see Chaps. 2 and 5. Therefore, the Webster’s method ensures not only that for each couple $i, j, i < j,$ of clients any subsequence of $S_{ij}$ obtained from $S$ by deleting all clients except $i$ and $j,$ whose relative positions remain as in the original sequence $S,$ with the length $\alpha_{ij} + \beta_{ij}$ has exactly $\alpha_{ij}$ client $i$ allocations and exactly $\beta_{ij}$ client $j$ allocations but also that these allocation will be made as fair as possible in the $S_{ij}.$ The uniformity of other parametric methods would ensure peer-to-peer fairness as well however these methods would not ensure the standard two-client solution. However, by the Impossibility Theorem 2.4, the Webster’s method does not satisfy quota and thus may result in the bottleneck deviation higher that 1. Recall from Theorem 5.8 that there always is a sequence with bottleneck deviation less than 1.

Finally, Balinski and Young [2] point out that there is no uniform and anonymous apportionment method that satisfies quota. Consequently, the solutions to the peer-to-peer fair sequencing will most likely have their bottleneck deviations higher than 1 for some instances. This is the case for the anonymous methods which ignore the names or other than the number of tickets characteristics of clients.

10.7 Exercises

**Exercise 10.5.** Show that the expected absolute error under lottery scheduling is $O(\sqrt{K})$.

**Exercise 10.6.** Prove that (10.27) holds.

**Exercise 10.7.** Develop the quota-Jefferson’s stride scheduling and fair queueing algorithms.

**Exercise 10.8.** Develop the quota-Adams’s stride scheduling and fair queueing algorithms.

**Exercise 10.9.** Develop the quota-Webster’s stride scheduling and fair queueing algorithms.

**Exercise 10.10.** Develop an algorithm that produces a peer-to-peer fair sequence with minimum bottleneck.
Exercise 10.11. What are the RFB and AFB for the Jefferson’s method?

Exercise 10.12. What are the RFB and AFB for the Adam’s method?

Exercise 10.13. What is the RFB and AFB for the Webster’s method?

10.8 Comments and References

The observation that the stride scheduling is the Jefferson’s was made in Kubiak [107]. The stride scheduling has been used for scheduling resource allocations in the Linux kernel, Waldspurger and Weihl [13], in network routers by the Click modular router, Kohler et al. [139], and in storage appliances by the NeST software-only storage appliance, Bent et al. [140].

For the tragedy of the commons see the classic paper by Hardin [141].

The fairness measures used in fair queueing are discussed in Zhou and Seth [135] who provide more references on the topic.

The idea of fair, meaning proportional, resource allocation is widely used in many areas of information technology. It can be found for instance in network of workstations (NOW) which is defined as a loose collection of workstations physically scattered across users’ desk by Theimer et al. [142]. The current advances in local networks, especially in low-latency, high-bandwidth switches enabled networks of workstations to resemble more closely massively parallel processors. By connecting many workstations one can build incrementally scalable, cost-effective and highly available cluster that can act as a shared server. An application can use resources of the whole cluster such as: processors, memory and disks that may not otherwise be utilized. It is desirable that each user of NOW receives a fair share of the available resources, see Arpaci-Dusseau and Culler [143]. Another example where the idea of proportional resource allocation is used is metacomputing or grid environment of independent geographically dispersed sites connected by wide-area networks, in which parallel applications can be run, see Nabrzyski et al. [144] on the grid resource management. Metacomputing enables the user to effectively benefit from all resources it has access to. The basic motivation for metacomputing is resource trading, see Cirne and Marzullo [145]. Cirne and Marzullo [145] propose proportional resource scheduling algorithm for scheduling applications running on geographically dispersed clusters that form a metacomputer called Computational Co-op.

Proportional resource allocation is required also in operating systems. Especially, the multithread systems allot a resource to threads according to their relative importance. Many systems solve this problem using priority-based schedulers. Such schedulers ignore the lower priority threads as long as there exists a higher priority thread which can be run. This situation can lead to a starvation of the lower priority thread. Some priority-based schedulers solve this problem by the reduction of priorities to allow all threads to be executed. However, in this case the problem of reducing the priorities of threads in a predictable way needs to be addressed.
A stride scheduling algorithm of Waldspurger and Weihl [13] was proposed to solve this problem. This algorithm provides a way to control the relative execution rates of threads. This control over relative computation rates is required to achieve the service rate objectives for the user and the application.

Józefowska et al. [146] observe that algorithms for a proportional resource allocation proposed in Arpaci-Dusseau and Culler [143] for NOW environment as well as in Cirne and Marzullo [145] for grid computing use in fact the idea of stride scheduling of Waldspurger and Weihl [13].

Kumar and Kleinberg [147] study the so-called max–min fair vectors of allocations. The vectors borrow the main idea of recursively maximizing the minimum allocation from the max–min criterion, considered already in the seventies by Megiddo [148], and are used to various combinatorial problems: bandwidth allocation, scheduling, and facility location. However, finding the max–min fair vectors is computationally intractable thus the focus is on the approximation algorithms.
Chapter 11
Smoothing and Batching

11.1 Introduction

Mixed-model production systems are widely adopted by manufacturing companies in a broad range of industries where customers demand a variety of models of the same product, Monden [22], Sawik [149], and Boysen et al. [150]. Automotive and electronics industries are two well-known examples with well-established presence of different options that create a tremendous variety of models of a single product. At the same time the demand for a particular model is often insufficient to warrant dedicated production resources for the model, instead the resources have to be shared by a whole collection of models. Thus, operating such mixed-model manufacturing systems efficiently is a challenging problem that has been widely studied in the operations management literature particularly with the goal to reduce their inherent variability.

The last few decades have witnessed a fast growing adaptation of the just-in-time manufacturing philosophy by numerous companies, including those that operate mixed-model manufacturing systems. These companies sooner or later come to realize that the variability reduction in its various forms is what makes their just-in-time manufacturing systems designed for mixed-model production tick, see a recent study of the automotive industry by Harbour [151]. The Toyota Motor Corporation is credited with being the pioneer in variability reduction, in particular production smoothing through level scheduling, see Monden [22]. The underlying idea, see for instance Jones [152], is the three M concept where large variability results in mura, that is undesirable variability in productivity and quality, and muri, that is overburden of resources, managers, and workers. The two together create muda, that is waste. The answer to the production smoothing problem is known as heijunka, see McBride [153] and Jones [152], that is leveling the load and in particular leveling production by properly selecting and sequencing the product mix. To explain the concept let us start with an example. Suppose a demand for five models A, B, C, D and E are $d_A = 8, d_B = 16, d_C = 4, d_D = 6$ and $d_E = 2$ respectively. Since the gcd(2, 4, 6, 8, 16) = 2, then the solution for $\frac{d_A}{2} = 4, \frac{d_B}{2} = 8, \frac{d_C}{2} = 4, \frac{d_D}{2} = 3, \frac{d_E}{2} = 1$ will be repeated twice. This solution according to the Webster’s method is

Suppose moreover that the system capacity allows to release at most five orders (Kanbans in a typical just-in-time system) every 20 min, then the sequence can be split as follows:

\[ \text{BADBC} | \text{BABD} | \text{EBAB} | \text{BDAB} \]

and the heijunka box, see Jones [152], filled in as follows

<table>
<thead>
<tr>
<th>Model</th>
<th>7:00</th>
<th>7:20</th>
<th>7:40</th>
<th>8:00</th>
<th>8:20</th>
<th>8:40</th>
<th>9:00</th>
<th>9:20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>Model B</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
<td>BB</td>
</tr>
<tr>
<td>Model C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model E</td>
<td>E</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus starting at 7:00 the orders are withdrawn from the Heijunka box every 20 min following the time line in the first row and released for production.

Hence, in the first 20 min a copy of model A, two copies of model B, one copy of model C, and one copy of model D will be produced by the system. It is worth observing that by Theorem 9.9 there always exists a sequence such that the numbers of copies of each model in each 20 min time column interval differ by at most 4, actually they differ by at most 3 if the number of orders released in each interval are equal, see Exercise 11.9.

The production smoothing problem has been studied mainly for synchronized assembly lines where each model takes exactly one unit of processing time and setup times are being assumed negligible, see Chaps. 3 and 9. Under these assumptions any permutation of models gives a feasible sequence as long as the sequence meets demands for models, and the problem reduces to uniformly dispersing the models over the sequence, see Monden [22] and Miltenburg [21]. However, many manufacturing systems with processing and setup times significantly varying among the models are far from being synchronized assembly lines. Lummus [154] investigates the operation of manufacturing systems with high model variability under the just-in-time manufacturing principles. Her limited simulation study of a nine-station production system where different models have different setup and processing time requirements shows that the smooth production schedule obtained by the methods primarily designed for synchronized assembly lines is as good as a random schedule. This result has underpinned and motivated a number of subsequent studies of mixed-model manufacturing systems with different models having different setup and processing time requirements.

Nevertheless the concept of Heijunka can still be successfully used with variable setup times as follows. Suppose that the weekly demand calls for producing \( d_A = 1,000 \) units of model A, \( d_B = 600 \) units of model B, and \( d_C = 400 \) units of model C. Suppose moreover that each unit of each model takes 1 min to produce, however, it takes 3 min to setup production for A, 1 min for B, and 4 min for C. The Heijunka
would find the gcd(1,000, 600, 200) = 200 and then a sequence for 5 units of A, 3 units of B, and 2 units of C. The sequence could be for instance

\[
\text{ABCAABACBA}
\]  

which minimizes the bottleneck deviation, see Example 5.3 in Chap. 5. The sequence requires eight setups, three for A, three for B, and two for C. Observe that the sequence starts and ends with the A. Thus, the total setup per sequence is \(3 \times 3 + 3 \times 1 + 2 \times 4 = 20\) min. Therefore, at most 20 setups are allowed weekly consuming the total of 400 min of the 2,400 min available. Then the smallest feasible cycle based on the sequence (11.1) is as follows

\[
A^{20}B^{20}C^{20}(AA)^{20}B^{20}A^{20}C^{20}B^{20}(A).
\]

This chapter studies the production smoothing problem arising in mixed-model just-in-time manufacturing systems where processing and setup times significantly vary among the models. Though this chapter’s real-life motivation comes from just-in-time operations at a leading US automotive pressure hose manufacturer it can apply its results to any mixed-model just-in-time manufacturing systems where the final production stage or the bottleneck stage of the system can be reasonably modeled as a single machine where different models are allowed to have different setups and processing times. The solution found for this machine can then be spread through a pull just-in-time control mechanism to the entire system or even further to the whole supply chain.

The chapter presents two methods to solve the production smoothing problem in mixed-model just-in-time systems. One method finds all Pareto-optimal solutions that minimize total production rate variation (we use this term instead of total deviation in this chapter) of models and Work-In-Process, and maximize the system utilization and responsiveness. These Pareto-optimal solutions are found efficiently in \(O(D^4)\) time, where \(D\) is the total demand for all models. The other relies on the Webster’s method of apportionment for production smoothing which produces periodic, uniform and reflective production sequences that can improve operations management of the just-in-time systems. The method can also be used as a heuristic for the Pareto-optimization in \(O(nD^2)\) time.

The performance of the algorithms is tested through an extensive computational study. The study shows that the proposed algorithms are computationally efficient and they produce solutions with provable characteristics desirable for operations management. The results also show that both methods are effective in minimizing the total variation in production rates of different models and the WIP; and maximizing system utilization and responsiveness. More specifically, they result in solutions with low WIP levels, and high machine utilization and system responsiveness, enabling them to be used as efficient and effective tools of operations management in just-in-time manufacturing systems.

The remainder of this chapter is organized as follows. In Sect. 11.2 the real-life operation will be briefly described. In Sect. 11.3, we formulate the problem. Section 11.4 proposes a procedure to find all Pareto-optimal solutions to the
problem. Section 11.5 presents the axiomatic approach to the total production rate variation and proves its main properties. Section 11.6 discusses the axiomatic approach in the context of optimization. Section 11.7 presents the design and the results of our computational experiment.

### 11.2 A Real-Life System

This chapter’s real-life motivation comes from the just-in-time operations at the leading US automotive pressure hose manufacturer first studied by Yavuz et al. [155]. The manufacturer produces various types of pressure hoses for the automotive industry. The hoses pass through a six-stage process demonstrated in Fig. 11.1 where the first three stages are heavier processes that use large batch-sizes, whereas the latter three stages are more model-specific operations that use smaller batch-sizes. The latter stages are separated from the former ones by a buffer with partially processed hoses. This operation is far from being a synchronized assembly line, therefore, under the just-in-time philosophy it requires a new production smoothing method. Yavuz et al. [155] propose focusing on the assembly stage, the last stage of the process. This stage can be modeled as a single-machine batching and scheduling problem. The solution to this problem can then be spread through a pull just-in-time control mechanism to the two preceding stages. The focus of this approach is on the bottleneck of the system, that is the assembly stage, thus its other stages can be scheduled with relative ease.

The chapter proposes a new model and a new solution to the problem. First, the existing line of research adopts a two-phase solution methodology that first determines the batch sizes (the first phase) and then sequences those batches (the second

![Fig. 11.1 Process flow at the automotive pressure hose manufacturing plant](image-url)
11.3 Problem Definition

11.3.1 Preliminaries

Let $n$ be the number of models to produce, and $i = 1, 2, \ldots, n$ be the models themselves. The demand for model $i$ equals $d_i > 0$ and the sequence-independent setup phase). Since it solves the two phases sequentially and separately, the existing approach possibly yields a sub-optimal solution for the entire system. In contrast, this chapter attacks the problem as a whole. Both the model and the solution approach developed here broadly apply to any mixed-model just-in-time manufacturing system where the final production stage or the bottleneck stage of the system can practically reduce the entire system to a single machine. This reduction approach is commonly used in practice and theory of planning and scheduling of manufacturing and service systems, see Pinedo [156].

Second, it argues that the choice of objective function responsible for smoothing out production of models will always remain somewhat arbitrary since there does not seem to ever exist any criterion to choose one over another production smoothing objective function. More specifically, the model proposed in this chapter is based on four criteria: the minimization of the total production rate variation of the models and Work-In-Process, and the maximization of the system utilization and responsiveness. Among different ways of handling multi-objective optimization problems, see T’kindt and Billaut [157], we adopt Pareto-optimization. This optimization advocates keeping all the objectives at hand without any priorities or weights and seeking a set of optimal solutions instead of only one optimal solution being sought by the other approaches. The set of optimal solutions in this approach is called the set of non-dominated or Pareto-optimal solutions. A Pareto-optimal solution by definition can not be improved on any of its objective function values without worsening some other of these values. Our optimization approach in this chapter seeks to find Pareto-optimal solutions.

Third, in addition to the optimization approach for the minimization of the total production rate variation, we also propose an approach inspired by an axiomatic method used in solving the apportionment problem, see Chap. 2. The axiomatic approach looks for an algorithm that possesses certain desirable properties (or axioms), for instance periodicity and scalability, or proves that such an algorithm does not exist. Both the optimization method, the workhorse of the operations research approach, and the axiomatic method, novel yet practically absent from the solutions of problems in operations management are equally valid and practically useful for production smoothing. Thus, both will be exploited in this chapter. The axiomatic method used in this chapter is based on the Webster’s method of apportionment. We show its desirable properties and its relationship to the optimization problem for which it can also be used as a very efficient heuristic.
and processing times for the model equal \( s_i \geq 0 \) and \( \tau_i > 0 \), respectively. The planning horizon is \( T > 0 \) time units long. All data are integers. Finally, let \( D = \sum_{i=1}^{n} d_i \) be the total demand for all models over \( T \).

In order to smooth out the natural variability present in the values of setup and processing times our approach first calls for dividing the time horizon \( T \) into \( Q \) time-buckets of equal length \( t = \frac{T}{Q} \) and then filling in some of these time-buckets, possibly all, with models so that each non-empty time-bucket begins with a setup and it is filled in with copies of the same model. The non-empty time-buckets will be referred to as \( \text{batches} \). The empty time-buckets will be referred to as \( \text{empty batches} \) or \( \text{blanks} \). The number of blanks is denoted by \( q_0 \geq 0 \). Clearly, \( t \) must be sufficiently long to be able to fit a setup and at least a single copy of a model. Therefore, without loss of any generality, we assume \( t \geq s_i + \tau_i \) for any \( i = 1, 2, \ldots, n \). Consequently, \( t \) is feasible if and only if there exist positive integers, the numbers of batches for each model,

\[
q_i = \left[ \frac{d_i}{t - s_i} \right], \quad i = 1, \ldots, n, \tag{11.2}
\]

such that

\[
q_0 = Q - \sum_{i=1}^{n} q_i \geq 0. \tag{11.3}
\]

The inequality (11.3) ensures that the total number of batches is sufficiently \( \text{small} \) so that it does not exceed the capacity of the system defined by \( T \). At the same time, the integers (11.2) ensure that the number of batches of each model is sufficiently \( \text{large} \) so that the demand for each model is met exactly. To see this we observe that there always is an \( r_i \) such that

\[
d_i = \left[ \frac{d_i}{q_i} \right] q_i + r_i, \quad i = 1, \ldots, n,
\]

where \( 0 \leq r_i < q_i \). Therefore, filling in \( r_i \) batches with \( B_i = \left[ \frac{d_i}{q_i} \right] \) copies of model \( i \) each, and the remaining \( q_i - r_i \) batches with \( b_i = \left[ \frac{d_i}{q_i} \right] \) copies of model \( i \) each results in a total of exactly

\[
B_ir_i + b_i(q_i - r_i) = d_i
\]

copies of model \( i \) produced. Notice that the average number of model \( i \) copies per batch is thus

\[
\gamma_i = \frac{d_i}{q_i},
\]

for \( i = 0, \ldots, n \). We assume \( d_0 = 0 \) for a fictitious model 0 making up blanks, and set \( \gamma_0 = 0 \). Moreover, we have

\[
t \geq s_i + B_i \tau_i, \quad i = 1, \ldots, n,
\]
which holds since by (11.2)
\[
\frac{t - s_i}{\tau_i} \geq \frac{t}{\tau_i} - s_i \geq \frac{d_i}{q_i}
\]
Thus, \( t \) is sufficiently long to accommodate the \( B_i \) (or \( b_i \leq B_i \)) copies of model \( i \), \( i = 1, \ldots, n \). Finally, we observe that \( t \geq s_i + \tau_i \) in (11.2) implies \( q_i \leq d_i \) for all \( i = 1, \ldots, n \). Hence, no excess of \( i \) will be ever produced. To summarize, the feasible integer \( Q \) (or equivalently \( t = \frac{T}{Q} \)) are those and only those that satisfy the following two inequalities
\[
Q = \sum_{i=1}^{n} \left[ \frac{d_i}{\frac{T}{Q} - s_i} \right] \geq 0,
\]
\[
\frac{T}{\max_i \{ s_i + \tau_i \}} \geq Q.
\]

The solution to the set of inequalities will be found by an enumeration method shown in Algorithm 1. To our knowledge no other method for solving the nonlinear inequality (11.4) exists, and finding a more efficient method for its solution remains a challenging open problem.

**Example 11.1.** Consider an example with \( n = 2 \) models and with the following data: \( d_1 = 50 \), \( d_2 = 80 \), \( s_1 = 4 \), \( s_2 = 2 \), \( \tau_1 = 1 \), \( \tau_2 = 3 \) and \( T = 450 \). For \( Q = 15 \), we obtain \( t = 450/15 = 30 \), \( q_1 = 2 \), \( q_2 = 9 \), \( b_1 = B_1 = 25 \), \( b_2 = 8 \), \( B_2 = 9 \), \( r_1 = 0 \), and \( r_2 = 8 \). Thus, the demand for model 1 is met by two batches of 25 units each, and for model 2 by one batch of 8 units and eight batches of 9 units each. There are \( q_0 = 4 \) blank batches that make 120 units of time available. The \( Q = 15 \) batches can be sequenced in \( 15! \) different ways, two of which are demonstrated in Fig. 11.3a, b along with two sequences for \( Q = 10 \) depicted in Fig. 11.3c, d.

Any feasible \( t = \frac{T}{Q} \) thus defines a vector \( q = (q_0, q_1, \ldots, q_n) \) specifying feasible number of batches for each model and the number of blanks. However, the sequence in which the \( Q \) batches are produced is crucial for smoothing out model production in just-in-time systems, Monden [22]. The selection of \( Q \) (or, equivalently \( t \)) and sequencing of the emerging batches will be Pareto-optimized using the following four objective functions.

**11.3.2 Selection of the Objectives**

- The first objective, \( Z_1 \), aims at minimizing the total variation in the production rates of the models. This production rate variation is often expressed by a total deviation of the actual cumulative model production levels from their ideal levels over the whole time horizon \( T \). The total deviation has been widely used as the
The primary objective in the production smoothing literature following Miltenburg [21] and Monden’s [22] work, and it is illustrated in Fig. 11.2. Its application in just-in-time manufacturing systems relies on the assumption that demand for models is uniformly distributed over the planning horizon, and, hence, the goal of meeting the model demand with minimal inventories (or just-in-time) calls for distributing the production of each model as uniformly as possible over the planning horizon as well. Ideally, one would produce a model with a constant rate, thereby making the cumulative production of the model to progress along a straight cumulative demand line with its slope equal to the demand rate of the
model, as seen in Fig. 11.2. The actual cumulative production level for the model, on the other hand, would progress along a stair-case like curve that includes the discrete values marked with a “•” but excludes the ones with a “◦” in the figure. The actual production levels depend on the sequence in which batches of different models are produced as well as on their sizes. However, the batch sizes, that is $b_i$ and $B_i$, of model $i$ differ by at most one in our model, therefore it is a reasonable approximation to assume that all batches of the same model are of the same average size, $\bar{y}_i$ for $i = 1, \ldots, n$. This assumption permits us to define the actual cumulative production level of model $i$ as simply $\bar{y}_i x_{i,k}$, where the actual cumulative number of model $i$ batches in the first $k$ time buckets is denoted by $x_{i,k}$ and it is sequence dependent. On the other hand the ideal number, perhaps unattainable, of time buckets allocated to model $i$ out of the first $k$ time buckets is the $\frac{q_i}{Q}$ fraction of $k$, see Fig. 11.2. Therefore, the ideal production level for model $i$ is defined as $\bar{y}_i \frac{q_i}{Q} k$. Consequently, the total squared deviation between the two production levels for model $i$ over the $Q$ time buckets equals $\sum_{k=1}^{Q} \sum_{i=0}^{n} \bar{y}_i^2 (x_{i,k} - k \frac{q_i}{Q})^2$ and the total deviation for all models equals

$$Z_1 = \sum_{k=1}^{Q} \sum_{i=0}^{n} \bar{y}_i^2 (x_{i,k} - k \frac{q_i}{Q})^2$$

over the time horizon $T$. We choose the total squared deviation in this chapter since it is a standard measure of deviation in the well-known least squares method; it has also been suggested as a measure of deviation by Miltenburg [21] and Moden [22].

- The second objective, $Z_2$, aims at minimizing the total time lost. The variability in setup and processing times results in time-buckets being filled in to various degree. This varying degree of the time-bucket fill-up is the cost paid for achieving a smoother production schedule. Therefore, there will be unavoidably some time lost in each batch. Moreover, the setup time itself is in fact time lost. However, meeting all demand does not necessarily mean filling in the whole time horizon $T$ with batches. It would be unreasonable to advocate that being busy all the time is preferable to having time to spare sometime, see Bertrand Russell [158] on general advantages of idleness, which holds especially true for the just-in-time systems, Monden [22]. A just-in-time system does not need to be run at all times, on the contrary, due to its pull control mechanism the system can remain idle awaiting the best moment to produce in order to meet demand. The model $i$ uses $d_i \tau_i$ time units productively out of $q_i t$ time in all batches with model $i$. Therefore, the total time lost is

$$\sum_{i=1}^{n} (t q_i - d_i \tau_i) = t \sum_{i=1}^{n} q_i - \sum_{i=1}^{n} d_i \tau_i$$

$$= \frac{T}{Q} (Q - q_0) - \sum_{i=1}^{n} d_i \tau_i = T \left(1 - \frac{q_0}{Q}\right) - \sum_{i=1}^{n} d_i \tau_i$$
which is minimized by maximizing the ratio

\[ Z_2 = \frac{q_0}{Q}. \]

The \( q_0 \) blanks are not considered the time lost as they can potentially be used productively, if need be, for instance they can be filled in with any model \( i = 1, \ldots, n \) should there be an increase in demand for the model.

- The third objective, \( Z_3 \), aims at improving the system responsiveness by minimizing the average time between blanks. The average time referred to as the average response time equals

\[ \frac{Q}{q_0} t = \frac{Q T}{q_0 Q} = \frac{T}{q_0} \]

which is minimized by maximizing

\[ Z_3 = q_0. \]

The blanks can be used to perform maintenance or other tasks aimed at improving the system performance, or they can be filled in with some unexpected orders, or they can provide spare capacity should quality problems occur in batches. In few words, the blanks provide a desired flexibility.

- The fourth objective, \( Z_4 \), is to minimize the Work-In-Process (WIP) inventory and it is based on the Little’s Law (see Hopp and Spearman [159, p. 223]) that ties up the flow time \( t \), the average flow rate \( \sum_{i=1}^{n} \gamma_i \frac{q_i}{Q} \) per \( t \) and the WIP as follows

\[ \text{WIP} = t \left( \sum_{i=1}^{n} \gamma_i \frac{q_i}{Q} \right) / t = \frac{D}{Q}. \]

Thus, the minimization of WIP is equivalent to the maximization of

\[ Z_4 = Q. \]

In Fig. 11.3 the sequences (a) and (c) group the batches of the same model together, whereas the sequences (b) and (d) disperse the batches over the planning horizon in a more uniform fashion. The objective \( Z_1 \) favors sequences (b) and (d) over (a) and (c). The \( Z_2 \) favors (a) and (b) with the value 4/15 over (c) and (d) with the value 2/10. Finally, the \( Z_3 \) and \( Z_4 \), favor (a) and (b) with the values 4 and 15 of \( Z_3 \) and \( Z_4 \) respectively over (c) and (d) with the values 2 and 10. Thus, sequence (b) in this example is optimal according to all four objectives.

### 11.3.3 A Mathematical Programming Formulation

We now formulate the batching and smoothing problem as a multi-objective, non-linear mathematical programming model, as follows.
11.4 Pareto Optimization

\[
\begin{align*}
\text{minimize} & \quad Z_1 = \sum_{k=1}^{Q} \sum_{i=0}^{n} \left( \frac{d_i}{q_i} \right)^2 \left( x_{i,k} - \frac{kq_i}{Q} \right)^2 \\
\text{maximize} & \quad Z_2 = \frac{q_0}{Q} \\
\text{maximize} & \quad Z_3 = q_0 \\
\text{maximize} & \quad Z_4 = Q \\
\end{align*}
\]  

subject to

\[
\begin{align*}
x_{i,k} - x_{i,k-1} & \in \{0, 1\}, \quad i = 0, 1, \ldots, n; \quad k = 1, 2, \ldots, Q \\
x_{i,0} & = 0, \quad i = 0, 1, \ldots, n \\
x_{i,Q} & = q_i, \quad i = 0, 1, \ldots, n \\
q_i & = \left[ \frac{d_i}{T + s_i - \frac{\tau_i}{T}} \right], \quad i = 1, 2, \ldots, n \\
Q - \sum_{i=1}^{n} q_i & \geq 0, \\
q_0 & = Q - \sum_{i=1}^{n} q_i, \\
\frac{T}{\max\{s_i + \tau_i\}} & \geq Q, \\
Q & \in \mathbb{Z}^+. 
\end{align*}
\]

Constraints (11.10–11.12) guarantee that each model is assigned as many time-buckets as the number \(q_i\) of batches for that model as well as they define a unique sequence of batches that minimizes \(Z_1\) for any feasible vector \(q = (q_0, q_1, \ldots, q_n)\). Constraints (11.13–11.17) guarantee feasibility of the vector \(q = (q_0, q_1, \ldots, q_n)\).

11.4 Pareto Optimization

Our solution to the model of Sect. 11.3.3 is presented in Algorithm 1. Step 1 finds the largest possible \(Q\) value, \(Q_U\), for which a feasible solution may still exist. This value is determined by the constraint (11.16). Then, steps 2–4 simply enumerate all possible \(Q, Q = n, \ldots, Q_U\). Step 3 calculates for each such \(Q\) the minimum number of batches \(q_i\) necessary to meet demand \(d_i\) for each model \(i\). Then, Step 4 checks if the current \(Q\) is sufficiently large to accommodate the \(q_i\)s.
Algorithm 1 Pseudo-code for Algorithm E

1: \( Q_U = \left[ \frac{r}{\max_{(s_i+\tau_i)}} \right] \);
2: for all \( Q \) such that \( n \leq Q \leq Q_U \) do
3: \( t = \frac{Q}{2} \);
4: \( q_i = \left\lceil \frac{d_i}{\frac{t-s_i}{\tau_i}} \right\rceil, \quad i = 1, \ldots, n; \)
5: if \( q_0 = Q - \sum_{i=1}^{n} q_i \geq 0 \) then
6: sequence batches using the algorithm for total deviation minimization given in Chap. 3
7: end if
8: end for

The first four steps thus find all feasible \( Q \) values and their corresponding feasible vectors \( q = (q_0, q_1, \ldots, q_n) \) and they do it in \( O(nD) \) time. Observe that the first four steps reveal all possible values of \( Z_2, Z_3, \) and \( Z_4 \), as well. For each feasible \( q = (q_0, q_1, \ldots, q_n) \), Step 5 finds a sequence that minimizes \( Z_1 \), by transforming the minimization of \( Z_1 \) for a given \( q = (q_0, q_1, \ldots, q_n) \) to the assignment problem, see Chap. 3 for the solution to the total deviation problem. The transformation defines an ideal position, see (3.11), for each batch of each model and a cost function which increases as a batch deviates from its ideal position. The details of this transformation are as follows. Define \( P_{j}^{i*} \) to be the ideal position of \( j \)th batch of model \( i \)

\[
P_{j}^{i*} = \left\lceil \frac{(2j-1)Q}{2q_i} \right\rceil.
\]

(11.18)

Define \( C_{j,k}^{i} \) to be the cost of assigning \( j \)th batch of model \( i \) to the \( k \)th position as follows

\[
C_{j,k}^{i} = \begin{cases} 
\frac{p_{j}^{i*}}{2} \sum_{l=k}^{p_{j}^{i*}-1} \Psi_{j,l}^{i}, & \text{if } k < P_{j}^{i*} \\
0, & \text{if } k = P_{j}^{i*} \\
\frac{p_{j}^{i*}}{2} \sum_{l=P_{j}^{i*}}^{k-1} \Psi_{j,l}^{i}, & \text{if } k > P_{j}^{i*} 
\end{cases}
\]

where \( \Psi_{j,l}^{i} = \left| \left( j - \frac{q_i}{Q} \right)^2 - \left( j - 1 - \frac{q_i}{Q} \right)^2 \right| \).

The cost \( \Psi_{j,l}^{i} \) represents the excess cost, either excess inventory \( (l < P_{j}^{i*}) \) or excess shortage \( (l \geq P_{j}^{i*}) \) costs of having \( j \) batches of model \( i \) produced by period (position) \( l \) instead of having \( j - 1 \) batches of \( i \) by \( l \). Consequently, if the \( j \)th batch of model \( i \) is produced too early, that is \( k < P_{j}^{i*} \), then the excess inventory costs \( \Psi_{j,l}^{i} \) are incurred
in periods \( l = k, \ldots, P^i_j - 1 \), adding up to \( C^i_{jk} \). On the other hand if the \( j \)th batch of \( i \) is produced too late, that is \( k > P^i_j \), then the excess shortage costs \( \Psi^i_{jl} \) are incurred in periods \( l = P^i_j, \ldots, k - 1 \), again adding up to \( C^i_{jk} \). Finally, if the \( j \)th batch of \( i \) is produced in its ideal position \( P^i_j \) then no excess costs are incurred and thus \( C^i_{jk} = 0 \).

Now, let \( Y^i_{jk} \in \{0, 1\} \) be the decision variable equal 1 if the \( j \)th batch of model \( i \) is assigned to the \( k \)th position of the sequence. The assignment problem formulation of the \( Z_1 \) minimization is then given by, see Chap. 3:

\[
\text{(AP) Minimize } F = \sum_{i=0}^{n} \sum_{j=1}^{q_i} \sum_{k=1}^{Q} C^i_{jk} Y^i_{jk} \tag{11.19}
\]

subject to

\[
\sum_{k=1}^{Q} Y^i_{jk} = 1 \quad i = 0, 1, \ldots, n; \quad j = 1, 2, \ldots, q_i \tag{11.20}
\]

\[
\sum_{i=0}^{n} \sum_{j=1}^{q_i} Y^i_{jk} = 1 \quad k = 1, 2, \ldots, Q \tag{11.21}
\]

\[
Y^i_{jk} \in \{0, 1\} \tag{11.22}
\]

Constraints (11.20) ensure that each batch of each model is assigned to exactly one position. Similarly, constraints (11.21) ensure that each position is occupied by exactly one batch or blank. Note that \( \gamma_0 = 0 \), thus the selection of positions for blanks does not affect the objective function. This assignment problem (AP) with \( 2Q \) nodes can be solved in \( O(Q^3) \) time using the well-known Hungarian method or any other optimization algorithm for the assignment problem, Kuhn et al. [160, 161], see also Burkard et al. [25] for a comprehensive review of assignment algorithms. We shall refer to the Algorithm E with the optimal solution to the assignment problem in Step 5 as the optimization method. Therefore, all Pareto-optimal solutions can be found in \( O(D(n + Q^3)) = O(DQ^3) \) time, since \( Q^3 >> n \). Moreover, since \( Q \leq D \), the complexity is \( O(D^4) \).

### 11.5 Axiomatic Approach

This section presents an axiomatic approach to the product rate variation. We give an algorithm that always produces sequences having certain desirable properties (axioms). Furthermore, we conjecture that there is no other algorithm that ensures meeting these properties all at the same time. Thus, we conjecture that the algorithm is in fact unique. We begin with the definition of the properties followed by the definition of the method and the proofs of its properties.

We propose that the sequence (or sequences, given that the ties can be broken in many different ways) should be
1. **Periodic.** A method is periodic if it produces a sequence $S^m$ whenever applied to a batch vector $mq = (mq_0, mq_1, \ldots, mq_n)$, for any integer $m \geq 1$, where $S$ is the sequence produced by the method for $q = (q_0, q_1, \ldots, q_n)$. Thus, solution to a smaller size instance can be repeated sufficiently many times to obtain a solution for a larger instance – clearly a desirable property in practice and also one that is closely related to the well-known concept of the periodic scheduling of the minimum part set, see Pinedo [156], often used in manufacturing.

2. **Uniform or scalable.** Let $M \subseteq \{0, 1, \ldots, n\}$ be a subset of models and $\overline{M}$ be its complement. Also, for a given $q = (q_0, q_1, \ldots, q_n)$ vector, let $q(\overline{M})$ be the vector obtained from $q$ by deleting coordinates corresponding to the models in $M$, let $S$ be the sequence produced by a method for $q$, and let $S(\overline{M})$ be the sequence obtained by deleting from $S$ all models in $M$.

A method is uniform if it produces the sequence $S(\overline{M})$ for $q(\overline{M})$. Moreover, if $S'(\overline{M})$ is another sequence produced by the method for $q(\overline{M})$, then the sequence $S'$ obtained from $S$ by replacing the sequence of models in $\overline{M}$ by $S'(\overline{M})$ is also produced by the method for vector $q$. Therefore, a cancellation of all orders for any model in a uniform sequence leaves the remaining sequence uniform, thus there is no need to re-run the method on a reduced vector $q(\overline{M})$ – again a clear practical advantage for operations management.

3. **Reflective.** The method is reflective if it produces quasi-palindromes. This has an important practical consequence for production planning since it ensures that the second half of any production plan designed according to the reflective method looks like its first half if read backwards. The reflective methods may create a desirable *déjà vu* effect helping the learning process.

**Example 11.2.** Consider the following instance $q_1 = 7, q_2 = 5, q_3 = 4$. The reflective method could produce the following sequence

$$1231213123121321$$

which is the same whether one reads it forwards or backwards except for the middle subsequence 1–2. The middle sub-sequences consist of exactly one batch of each model with an odd number of batches to produce, they can be sequenced essentially in any order which depends on a tie breaking rule. □

We now present the method itself. The method that we claim is periodic, uniform and reflective consists in sorting batches of models in non-decreasing order of

$$\frac{(2j-1)Q}{2q_i}, \quad (11.23)$$

$j = 1, \ldots, q_i$ and $i = 0, 1, \ldots, n$, for a given vector $q = (q_0, q_1, \ldots, q_n)$ and then allocating batches to the $Q$ positions according to this order. We refer to this algorithm as the Earliest Ideal Position Method or EIP Method (Algorithm 2). We later prove in Sect. 11.6 that this algorithm is equivalent to the Webster’s method of apportionment.
Algorithm 2 EIP Method

1: \( k = 1; \)
2: \( j_i = 1, \ i = 0, 1, \ldots, n; \)
3: \( \textbf{while} \ k \leq Q \ \textbf{do} \)
4: \( i^* = \arg \min_i \left\{ \frac{(2j_i - 1)Q}{2q_i} \right\}; \)
5: \( \textbf{if} \ i^* \text{ is not unique} \ \textbf{then} \)
6: \( \text{break the tie as follows: If the current position} \ k \ \text{is (not) earlier than the common ideal} \)
7: \( \text{vertex, then assign the model with the smallest (largest) assignment weight} \ \frac{d_i}{q_i} \ \text{first;} \)
8: \( \textbf{end if} \)
9: \( \textbf{end while} \)

Step 3 describes a tie breaking rule used by the EIP method in our computational experiments. However, no particular tie-breaking rule will be assumed in our discussion of the EIP in this section and Sect. 11.6, where the ties are assumed to be broken arbitrarily.

The following lemmas show, see also Sect. 2.8, that the EIP method has all three desired properties listed at the beginning of this section.

**Lemma 11.3.** The EIP is periodic.

**Proof.** Follows immediately from the fact that

\[
\frac{(2j' - 1)Q'}{2q'_i} = kQ + \frac{(2j - 1)Q}{2q_i}
\]

for \( Q' = mQ, q'_i = mq_i, j' = kq_i + j \) and \( j = 1, \ldots, q_i \). \( \square \)

**Lemma 11.4.** The EIP is uniform.

**Proof.** It suffices to notice that the EIP orders the batches in ascending order of

\[
\frac{(2j - 1)Q}{2q_i}
\]

\( j = 1, \ldots, q_i \) and \( i = 0, 1, \ldots, n \), where \( Q \) is fixed for a given vector \( q \). Thus, the EIP in fact orders the batches in ascending order of

\[
\frac{2j - 1}{2q_i}.
\]

This proves the lemma since the coordinates of \( q \) are the same as \( q(M) \) for all models in \( M \). \( \square \)

**Lemma 11.5.** The EIP produces sequences of the following form \( SMS^R \), where \( M \) is any permutation of batches of the models with odd \( q_s \), and \( S^R \) is a mirror reflection of \( S \).
Proof. It suffices to observe that if \( \frac{2j-1}{q_i} \leq \frac{2l-1}{q_k} \), then \( \frac{2(q_j+1-j)-1}{q_i} \geq \frac{2(q_k+1-l)-1}{q_k} \).

Therefore, if copy \( j \) of model \( i \) precedes copy \( l \) of model \( k \), then copy \( q_k+1-l \) of model \( k \) precedes copy \( q_i+1-j \) of model \( i \). Notice that all models with odd \( q \)'s have their ideal position for the middle batch equal to \( \frac{Q}{2} \). These models will make the middle subsequence \( M \), where a single batch of each of these models will occur. \( \square \)

Lemmas 11.3–11.5 prove that the EIP method has the qualities listed at the beginning of this section, thus, proving the EIP method's clear advantages for operations management. By comparison, the optimization method has only some of the three desired properties. Namely, Chap. 4 shows that periodic schedules are optimal for a generalized objective function \( \sum_k \sum_i F_i(\cdot) \), where \( F_i(\cdot) \) is a convex and symmetric function with \( F_i(0) = 0 \). The objective function \( Z_1 \) falls clearly into this category. Thus, periodic sequences are optimal for \( Z_1 \). However, the following lemma shows that the optimization method is not uniform in general, see also Exercise 11.12.

**Lemma 11.6.** The optimization method is not uniform.

**Proof.** Consider vector \( q = (7, 6, 4, 3, 1) \) for an instance \( d = (7, 6, 4, 3, 1) \). The following sequence

\[
12312413215231421321
\]

(11.24)
is optimal for \( q \) and \( d \) with the value of total absolute deviation equal to 9.55. On the other hand, the sequence

\[
2324325234232
\]

obtained by deleting model 1 from (11.24) is not optimal for \( q' = (6, 4, 3, 1) \) and \( d' = (6, 4, 3, 1) \) since its total absolute deviation equals 4.923, whereas the optimal solution for \( q' \) and \( d' \) is

\[
23423232432
\]

with the total absolute deviation of 4.615 units. \( \square \)

Finally, it remains open whether the optimization method is reflective. However, we can prove the following weaker property.

**Lemma 11.7.** If solution \( S \) minimizes \( Z_1 \), then so does its mirror reflection \( S^R \).

**Proof.** By definition

\[
S_{Q+1-k} = S^R_k \quad \text{for} \quad k = 1, \ldots, Q.
\]

Thus, denoting the number of batches sequenced in the first \( k \) stages of \( S \) and \( S^R \) by \( x_{i,k} \) and \( y_{i,k} \), respectively; we have

\[
y_{i,k} = q_i - x_{i,Q-k} \quad \text{for all} \quad i \quad \text{and} \quad k = 1, \ldots, Q,
\]

where \( x_{i,0} = y_{i,0} = 0 \) for all \( i \). Let \( k' = Q + 1 - k, \quad k = 1, \ldots, Q \) be the one-to-one correspondence between \( k' \) and \( k \). Then,
Since \( \left( \frac{d_i}{q_i} \right)^2 (x_i - Q \frac{q_i}{Q})^2 = 0 \) for all \( i \), then

\[
\sum_{k=1}^{Q} \sum_{i=0}^{n} \left( \frac{d_i}{q_i} \right)^2 \left( y_{i,k} - \frac{k q_i}{Q} \right)^2 = \sum_{k'=1}^{Q} \sum_{i=0}^{n} \left( \frac{d_i}{q_i} \right)^2 \left( y_{i,k'} - \frac{k' q_i}{Q} \right)^2
\]

which proves the lemma. \( \square \)

### 11.6 EIP Method and Optimization

This section will have a closer look at the EIP method as an optimization tool. We begin with the following lemma.

**Lemma 11.8.** The EIP method minimizes the following objective

\[
E_0(x) = \sum_{k=1}^{Q} \sum_{i=0}^{n} \frac{1}{q_i} \left( x_{i,k} - \frac{k q_i}{Q} \right)^2,
\]

where we assume \( \frac{1}{q_0} = 0 \) for \( q_0 = 0 \).

**Proof.** The EIP method orders the batches in ascending order of

\[
\left( \frac{2 j - 1}{2q_i} \right) Q
\]

\( j = 1, \ldots, q_i \) and \( i = 0, 1, \ldots, n \), and then assigns the positions in the sequence according to this order. Equivalently, the model \( \ell \) gets position \( k + 1, k = 0, \ldots, Q - 1 \) if

\[
\frac{q_\ell}{x_{\ell,k} + \frac{1}{2}} \geq \frac{q_i}{x_{i,k} + \frac{1}{2}}
\]

for all \( i \), where \( x_{i,k} \) is the number of batches of model \( i \) in the first \( k \) positions. This shows that the EIP method is the Webster’s method of apportionment, Balinski and Young [2]. Let us consider a fixed position \( k = 1, \ldots, Q \), then the vector \((x_{1,k}, \ldots, x_{n,k})\) minimizes
\[ \sum_{i=0}^{n} \frac{1}{q_i} \left( x_{i,k} - kq_i \right)^2, \]

see Balinski and Shahidi [16]. Moreover, the EIP method ensures that \( x_{i,k+1} \geq x_{i,k} \) for all \( i = 0, 1, \ldots, n \) and \( k = 0, \ldots, Q - 1 \). Therefore, the EIP method minimizes

\[ \sum_{k=1}^{Q} \sum_{i=0}^{n} \frac{1}{q_i} \left( x_{i,k} - kq_i \right)^2. \]

The original objective \( Z_1 \) and \( E_0 \) are clearly different, the former uses the squared average model \( i \) batch size \( (d_i/q_i)^2 \) as the weight for model \( i \) deviations, the latter uses just \( \frac{1}{q_i} \) instead. (There will be no difference from the optimization stand point if it used \( (d_i/q_i)^2 \), where \( d_i = D/n \) and \( q_i = Q/n+1 \), instead of \( \frac{1}{q_i} \) since \( d_i \) is constant for any instance and \( q_i \) is constant for any vector \( q \). Consequently, if the standard deviations of demands \( d_1, \ldots, d_n \) and batch numbers \( q_1, \ldots, q_n \) are negligible, then \( Z_1 \) and \( E_0 \) could become practically equal.)

The EIP method, being the Webster’s method of apportionment, as shown in Lemma 11.8 is near quota, Balinski and Young [2], that is at any position \( k \) no model \( i \) can be brought closer to its ideal level \( kq_i \) without bringing another model \( j \) further from its ideal level \( kq_j \). On the other hand, the assignment method used in Step 5 of Algorithm E shows how to do the exchanges between the models optimally so as to minimize the total deviation. This explains why the EIP method often produces production sequences with the total deviation higher than the optimum in our experiments. The optimization method, however, causes the production sequences to lose some of their desirable characteristics as we have shown in Lemma 11.6.

Although the EIP is near the quota it does not actually meet the quota, that is it does not satisfy \( \lfloor kq_i \rfloor \leq x_{i,k} \leq \lceil kq_i \rceil \) for all \( k \) and \( i \). Interestingly, the optimization method does not satisfy these inequalities either. However, the quota violations by either the optimization or EIP methods are rare. Thus both methods will meet the quota in practice quite often, see the experimental evidence in Balinski and Young [2], Kubiak et al. [39], Corominas and Moreno [38], and Lebacque et al. [40].

### 11.7 Computational Experiment

#### 11.7.1 Experimental Design

We consider small, medium and large-size instances with \( n = 5, 10, \) and 15 models, respectively, in our computational experiment. The small-size instances are weekly \((T = 2,250 \text{ min})\) with total demand of \( D = 1,000 \text{ units} \). The medium-size instances are monthly \((T = 9,900 \text{ min})\) with total demand of \( D = 3,000 \text{ units} \); and the large-size instances are quarterly \((T = 39,150 \text{ min})\) with total demand of \( D = 5,000 \text{ units} \).
For each problem size, we randomly create test instances based on two parameters: \( \alpha \) and \( \beta \). The \( \alpha \) is the expected setup to processing time ratio \((0.9 \times \alpha \leq \frac{s_i}{d_i} \leq 1.1 \times \alpha, \quad i = 1, 2, \ldots, n) \) and \( \beta \) is the ratio of total available time \( T \) to minimum required time for setups and processing of the models to meet the demands \((\beta = \frac{T}{\sum_{i=1}^{n} s_i + d_i \tau_i})\). We let \( \alpha \in \{50, 10, 5\} \) and \( \beta \in \{2, 1.75, 1.5\} \), which results in nine problem sets for each problem size. We then create ten test instances for each set. Therefore, we have 90 test instances for each problem size. The instance generator ensures that a feasible solution exists for every test instance. Our computational experiment relies on synthetic data generated over a wide spectrum. This allows us for broader representation of possible scenarios observed in practice and more thorough performance tests of the algorithms.

### 11.7.2 Methods

We experiment with the Algorithm E that produces the list of Pareto-optimal solutions. The Hungarian method and the EIP method are used in Step 5 of Algorithm E to solve the resulting assignment problem. All the methods and the random instance generator are coded in Microsoft Visual C#.NET language and run on a PC with an Intel Pentium 4 3.4 GHz CPU and 2 GB of memory.

### 11.7.3 Results

We summarize the average and maximum run times taken by both methods in Table 11.1. The table shows that the optimization method takes approximately 23 min on average and it can take up to 3 h and 40 min to solve large-sized instances. This time, however, is just below 0.6% of the duration of the time horizon \( T \) for which it finds an optimum batching and scheduling solution. The EIP method takes approximately 21 s in the worst case. Thus the EIP method runs much faster than the optimization method. The table also shows the average cardinality of the set of Pareto-optimal (P-opt) solutions for each of the two methods.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Method</th>
<th>Solution time (s)</th>
<th>Avg.</th>
<th>Max.</th>
<th>Avg. # of P-opt sol.</th>
<th>Average relative (%)</th>
<th>Overall</th>
<th>Void</th>
<th>Extra</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Opt</td>
<td>2.280</td>
<td>22.422</td>
<td></td>
<td>21.0</td>
<td>92.8</td>
<td>11.9</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EIP</td>
<td>0.019</td>
<td>0.094</td>
<td></td>
<td>18.7</td>
<td>86.7</td>
<td>15.0</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Op</td>
<td>147.224</td>
<td>1,380.560</td>
<td></td>
<td>65.8</td>
<td>92.0</td>
<td>10.1</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EIP</td>
<td>0.378</td>
<td>1.797</td>
<td></td>
<td>53.6</td>
<td>86.7</td>
<td>15.0</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Opt</td>
<td>1,360.348</td>
<td>13,158.300</td>
<td></td>
<td>112.2</td>
<td>92.0</td>
<td>10.1</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EIP</td>
<td>2.240</td>
<td>20.750</td>
<td></td>
<td>98.9</td>
<td>92.0</td>
<td>10.1</td>
<td>2.3</td>
<td></td>
</tr>
</tbody>
</table>
The summary of differences between the sets of Pareto-optimal solutions found by the optimization method and the EIP method are given in the last three columns of Table 11.1. The first column is the average percentage of the number of Pareto-optimal solutions found by the EIP method to that of the optimization method. This percentage is around 90 for all problem sizes. The second column is the average percentage of Pareto-optimal solutions found by the optimization method but missed by the EIP method. We call these solutions void solutions and report the percentage of the void solutions in the Pareto-optimal set of solutions found by the optimization method. The third column is the average percentage of mistaken Pareto-optimal solutions. That is the solutions identified as Pareto-optimal by the EIP method but not by the optimization method. We call these solutions extra and report the percentage of the extra solutions in the Pareto-optimal set of solutions found by the EIP method. The results show that the extra solutions are under 6%, and the void solutions are under 15%.

The optimization and EIP methods differ in the way they solve the batch sequencing problem for a given vector \( q = (q_0, q_1, \ldots, q_n) \). However, the objectives \( Z_2, Z_3, \) and \( Z_4 \) depend solely on \( Q \) and \( q_0 \) but not of the sequence of batches. Thus, they are not affected by either the actual sizes of batches \( q_1, \ldots, q_n \) or the method employed in batch sequencing. Since Algorithm E enumerates all possible \( Q \) and \( q_0 \) values neither method will miss the best possible values of \( Z_2, Z_3, \) and \( Z_4 \). Furthermore, our analysis of the Pareto-optimal sets obtained by the two methods in the experiment reveals that the \( Q \) value that yields the smallest possible value of \( Z_1 \) is always included in the Pareto-optimal set obtained the EIP method. These observations indicate that the extreme solutions of the Pareto-optimal set are never missed by the EIP approach. Furthermore, our experimental observations indicate that the Pareto-optimal solutions missed by the EIP method are some intermediate solutions whose absence do not affect the diversity of the Pareto-optimal set. Consequently, we claim that the EIP is an excellent heuristic for \( Z_1 \) in addition to having very desirable properties for operations management.

Finally, the results for the objectives \( Z_2, Z_3, \) and \( Z_4 \) are reported in Table 11.2. The objective \( Z_2 \) represents the percentage of time lost, which is under 6% for both methods in our experiment. The time lost is a major issue in operating mixed-model manufacturing systems, a recent study of mixed-model assembly lines by Mendes

<table>
<thead>
<tr>
<th>( n )</th>
<th>Method</th>
<th>Average percentage of</th>
<th>( n )</th>
<th>Method</th>
<th>Average percentage of</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Optimization</td>
<td>Lost time</td>
<td>5.99</td>
<td>5.93</td>
<td>EIP</td>
</tr>
<tr>
<td>10</td>
<td>Optimization</td>
<td>5.98</td>
<td>15.45</td>
<td>1.54</td>
<td>EIP</td>
</tr>
<tr>
<td>15</td>
<td>Optimization</td>
<td>5.76</td>
<td>14.98</td>
<td>0.93</td>
<td>EIP</td>
</tr>
</tbody>
</table>
et al. [162] reports the average station utilization around 70%. This comparison demonstrates that our approach is rather effective in machine utilization as well.

The $Z_3$ objective shows the responsiveness of the system. We observe that the average response time is approximately 15% of the planning horizon for both methods in our experiments. This result shows that an average schedule contains approximately six blanks dispersed over the horizon. From a practical perspective, these blanks introduce flexibility into operations which can be used to respond to possible demand increases or quality problems while maintaining a smooth production.

The minimization of WIP level, i.e., $Z_4$, is also used in our model. The results in Table 11.2 show that both methods yield approximately the same average WIP levels. The relative WIP is under 4%, which is rather low, furthermore it decreases with the size of the problem.

Note that, the percentages of Table 11.2 are found using all Pareto-optimal solutions, a careful selection of the Pareto-optimal solution that will be implemented may lead to even further improvement of the performance measures in practice.

11.8 Exercises

Exercise 11.9. Show that there is Heijunka sequence with the difference of no more that 4 for each model and time interval.

Exercise 11.10. A subsequence of at least two batches of the same model $i$, $i = 1, \ldots, n$, is referred to as a cluster. A sequence of batches with clusters is referred to as a clustered sequence. Obviously, each cluster needs only a single setup for all batches in the cluster, that is all other setups in the cluster’s batches can be removed. Without loss of generality, let us assume that $q_1 \geq q_2 \geq \cdots \geq q_n$. Show that the EIP can produce clustered sequences even if $q_1 \leq \frac{Q}{2}$, this happens for the following instance $q_1 = 9, q_2 = 5, q_3 = 4$.

Exercise 11.11. Prove that if $q_1 - q_2 \leq 1$, then no cluster is produced by the EIP.

Exercise 11.12. Lemma 11.6 gives a counterexample to prove that the optimization method is not uniform. The counterexample is based on the total absolute deviation. Find a counterexample based on $Z_1$.

Exercise 11.13. Find an example showing that the optimization method is not reflective.

Exercise 11.14. Consider a production smoothing problem with the objective to minimize a weighted sum of the number of setups and $Z_1$. What is the computational complexity of the problem. Hint: This is an open problem.

Exercise 11.15. Show the following upper bound on $Z_1$: $Z_1(x^*) \leq \frac{q^2}{Q} \sum_{i=1}^{n} \left( \frac{d_i^2}{q_{i}} \right)^2$ for some $q < Q$. 

11.9 Comments and References

This chapter is based on Kubiak and Yavuz [163]. Kurashige et al. [164] address the problem of scheduling mixed-model assembly lines under differing assembly time requirements, and propose a modification of Toyota’s goal chasing method Monden [22], namely the time-based goal-chasing method (TBGCM), for its solution.

Drexl and Kimms [115], and Drexl et al. [116] combine the production smoothing problem with a car sequencing problem where processing times of the models are embedded into hard constraints that prevent models with lengthy operations from being sequenced consecutively.

Aigbedo and Monden [165] allow different models to have different processing time requirements both at the final assembly line and supplying processes, and propose a heuristic procedure to solve the emerging multi-criteria problem. McMullen et al.’s [166] approach aims at minimizing the variability in the production sequence and the number of setups simultaneously, see McMullen [167], and McMullen et al. [166] for a weighted sum of the two, and McMullen [168] for a bi-criteria model. Although the incorporation of setups in the optimization model captures an important variability dimension of the production smoothing problem, the number of setups minimization does not reduce variability by itself. Moreover, these approaches ignore setup times and their variability, and thus they do not consider batching as a smoothing tool at all.

Yavuz et al. [155] study operations at a leading U.S. automotive pressure hose manufacturer Yavuz et al. [155], and Yavuz and Tufekci [169].
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