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Abstract
Scenario-neutral approaches are being used increasingly for climate impact assessments, as they allow water resource system performance to be evaluated independently of climate change projections. An important element of these approaches is the generation of perturbed series of hydrometeorological variables that form the inputs to hydrologic and water resource assessment models, with most scenario-neutral studies to-date considering only shifts in the average and a limited number of other statistics of each climate variable. In this study, a stochastic generation approach is used to perturb not only the average of the relevant hydrometeorological variables, but also attributes such as the intermittency and extremes. An optimization-based inverse approach is developed to obtain hydrometeorological time series with uniform coverage across the possible ranges of rainfall attributes (referred to as the ‘exposure space’). The approach is demonstrated on a widely used rainfall generator, WGEN, for a case study at Adelaide, Australia, and is shown to be capable of producing evenly-distributed samples over the exposure space. The inverse approach expands the applicability of the scenario-neutral approach in evaluating a water resource system’s sensitivity to a wider range of plausible climate change scenarios.

1. Introduction
Scenario-neutral approaches are being used increasingly to assess the possible impact of climate change on the performance of water resource systems (Brown et al., 2012; Brown and Wilby, 2012; Dessai and Hulme, 2004; Nazemi and Wheater, 2014), as well as social and ecological systems (Gao et al., 2016; Poff et al., 2015). The information generated from these approaches can be used to assess system vulnerability under alternative climate change scenarios, and to calculate climatic thresholds at which system performance begins to change abruptly (Brown et al., 2011; Poff et al., 2015). Scenario-neutral approaches can also accommodate changes in climate projections without the need for additional analysis (Prudhomme et al., 2010), and can help to identify the important hydrometeorological variables, or particularly critical states of these variables that affect the system under consideration. The latter feature is particularly useful for selecting: (1) climate models; (2) strategies to generate future rainfall conditions from GCM-based projections (known as statistical downscaling); and (3) alternative ‘lines of evidence’ (e.g. expert opinion and data from the paleo-climatic record) that can provide useful information about these variables. Ultimately, this allows for the development of a more complete set of projections that describe how these variables might change in a greenhouse gas-enhanced climate (Nazemi et al., 2013; Singh et al., 2014; Steinschneider and Brown, 2013; Vano et al., 2015).

Central to the scenario-neutral approach is the analysis of system sensitivity to a range of hydrometeorological conditions. Such analyses involve exposing the system to perturbed hydrometeorological forcing data that reflect various hydrometeorological conditions that the system may confront in the future (referred to as the ‘exposure space’). To this end, it is important to consider the possible variations not only in the average states of the relevant hydrometeorological variables, such as annual average rainfall and potential evapotranspiration (see Kay et al., 2014; Prudhomme et al., 2013), but also their other attributes, including extremes, seasonality and interannual variability (Meselhe et al., 2009; Moody and Brown, 2013; Prudhomme et al., 2010; Steinschneider and Brown, 2013). Indeed, assessments of historical and/or future changes to rainfall as a result of climate change have already indicated different changes to the averages (Collins et al., 2013), extremes (Ajami et al., 2007; Alexander et al., 2006; Westra et al., 2013, 2014), temporal distribution (Rajah et al., 2014) and low-frequency variability (e.g. Johnson et al., 2011) of rainfall throughout the world. Similarly complex changes to other relevant hydrometeorological variables might also be expected, including potential evapotranspiration, and snowfall and melt.
One approach to generating perturbed hydrometeorological forcing data is by applying scaling factors to historical records of each of the relevant hydrometeorological variables. These factors can be applied at annual or monthly scales (Kay et al., 2014; Paton et al., 2013; Prudhomme et al., 2013, 2010; Singh et al., 2014), or different factors that can be applied across different quantiles in the entire distribution (Nazemi et al., 2013). Although such approaches might be viable for perturbing a small number of hydrometeorological variables and their attributes (i.e., low-dimensional exposure spaces), the capacity of these to represent the potentially complex variations in a wider range of variables and attributes (i.e., high-dimensional exposure spaces) is likely to be limited. Consequently, when using scaling factors to perturb historical data for climate impact assessments, the resultant projections may not show the full range of variability that can be expected in a greenhouse gas-enhanced climate (Prudhomme et al., 2013, 2010; Steinschneider and Brown, 2013).

The use of stochastic generators has been proposed as an alternative to scaling factors to generate hydrometeorological data in a way that can account for a wider range of possible changes (Whatley et al., 2014). Some recent advances include the use of a multi-site weather generator that is capable of producing realistic time series of meteorological variables with shifts to the mean, standard deviation, extremes, daily-scale Markov transition probabilities and low-frequency (interannual) variability (for examples see Steinschneider and Brown, 2013; Wilby et al., 2014; Yates et al., 2015). This is achieved through the perturbation of stochastic model parameters (including the transition probabilities and the autocorrelation coefficient) and the subsequent application of quantile correction, which, in combination, can be used to generate the high-dimensional exposure space. A challenge with this approach, however, is that it is difficult to assess a priori which parameters of the stochastic generator should be modified to produce time series at pre-specified points in the exposure space, potentially leading to insufficient exploration of the exposure space. This challenge arises both as a result of the non-linear mapping between the parameters of a stochastic generator and the statistics of the hydrometeorological variables, as well as due to the stochastic nature of the model, which means that a single parameter set will produce hydrometeorological data that span multiple points on the exposure space (Steinschneider and Brown, 2013).

In order to address the shortcomings of existing approaches in generating hydrometeorological data to form the exposure space, we introduce the concept and framework for an inverse approach with demonstration on a case study. The proposed inverse approach enables stochastic generators to be used to generate time series that uniformly span the desired range of the hydrometeorological variables and attributes of interest, and thus provides uniform coverage of the exposure space to serve the needs of scenario-neutral climate impact assessments. Although generally applicable to any parametric weather generator, this paper focuses on applying the method to rainfall time series for the following reasons:

1. Although stochastic generators have been used to generate a range of weather variables, including temperature, humidity, and wind (e.g., Raesko et al., 1997; Semenov and Brooks, 1999), the majority of applications have focused on the generation of rainfall data, due to their importance as an input to many water resource assessments (e.g., Chiew and McMahon, 2002b; Jones and Thornton, 1993).
2. At daily or shorter timescales, rainfall is intermittent, highly skewed (with rainfall series typically exhibiting a large number of moderate rainfall days and a small number of very heavy rainfall days), and exhibits variability at seasonal, interannual and longer time scales (Bastola et al., 2011; Dubrovský et al., 2000). As a result, rainfall is often regarded as a particularly challenging variable to simulate stochastically.
3. There has been a substantial amount of work on developing stochastic generation models to both generate replicates of historical rainfall data (Beven, 1987; Boughton and Droop, 2003; Chen and Brissette, 2014; Clark and Slater, 2006; Frost, 2004; Furrer and Katz, 2008; Langousis and Kaleris, 2014; Langousis et al., 2015), as well as downscaling GCM-based climate projections (Allen and Pruitt, 1986; Bastola et al., 2011; Fowler et al., 2007; Jones et al., 2011; Kay and Jones, 2012; Wilby et al., 2014; Yates et al., 2015).

The remainder of this paper is structured as follows. In Section 2, we illustrate the alternative approaches that are currently available for generating an exposure space, including the historical scaling, forward and inverse approaches. This section also provides details of the proposed inverse approach. Section 3 introduces a case study and two stochastic generators that are used to illustrate both the proposed approach, as well as a simple forward approach that is used as a basis of comparison. The results are given in Section 4, followed by conclusions in Section 5.
origin represents the set of parameters corresponding to the historical rainfall condition.

The first approach, ‘historical scaling’ (as shown in the top-right corner of Fig. 1) is analogous to the approach used by Prudhomme et al. (2010, 2013), and Kay et al. (2014), in which additive and/or multiplicative scaling factors are applied directly to historical hydrometeorological time series to obtain the desired changes in the relevant variables (usually rainfall and potential evapotranspiration). Although conceptually simple, this approach is not capable of representing variations in the rainfall intermittency, such as the frequency and persistence of dry-/wet-day occurrence. Furthermore, it is difficult to apply this approach to higher-dimensional exposure spaces, since it becomes difficult to develop an approach to scale each attribute independently of the other attributes. Consequently, it can be difficult to sample some regions of the exposure space.

The remaining approaches use stochastic weather generators to obtain perturbed rainfall time series. The ‘forward’ approach (as illustrated in the middle of Fig. 1) involves perturbing the parameters of stochastic generators over some pre-defined ‘parameter space’ to yield an exposure space (Dubrovský et al., 2000; Jones and Page, 2001). However, the non-linear mapping between the parameters of a stochastic generator and the attributes of the hydrometeorological variables means that it is unlikely that the full range of the desired exposure space will be covered. Conversely, some perturbations may lead to rainfall attributes with levels out of the defined plausible ranges of the exposure space. Consequently, further scaling may still be necessary after application of the forward approach. Steinschneider and Brown (2013) used this combined ‘forward-plus-scaling’ approach by firstly perturbing the parameters of a stochastic generator (including Markov chain transition probabilities and the autoregressive model for low-frequency variability) to obtain stochastic sequences without changing the historical rainfall intensity; the wet-day rainfall intensity in the stochastic sequences was subsequently quantile-mapped to yield a set of target daily rainfall series with desired levels of rainfall attributes. Although this approach is likely to provide a much better coverage of the exposure space, some portions of the exposure space may still remain poorly represented because of the difficulty in finding parameters that will result in all combinations of the hydrometeorological attributes of interest.

The limitations of both the historical scaling and forward approaches motivate the ‘inverse’ approach proposed in this paper (bottom of Fig. 1). Here, the desired values of the attributes of interest in the exposure space are the starting point for the analysis, followed by an optimization step to identify the stochastic generator parameters that produce stochastic sequences with these attributes. This approach provides control over the level of coverage of the exposure space, as required for the implementation of scenario-neutral approaches to climate impact assessments.

2.2. Overview of the inverse approach

To generate hydrometeorological time series with a range plausible attribute levels, the inverse approach is proposed as follows, which involves two primary steps:

1. Identify a set of ‘target’ levels for each attribute included in the exposure space. In order to achieve an even coverage of the exposure space, we first select the desired levels we would like to sample for each attribute included in the exposure space (referred to as ‘target levels’). A number of different approaches can be used to select and combine the target levels (which produce individual ‘target locations’ in the exposure space), including sampling on a regular grid, or using more computationally efficient sampling methods, such as Latin hypercube sampling (Stein, 1987) or Hammersley sampling (Halton, 1960; Hammersley, 1960).
(2) Generate hydrometeorological time series that satisfy each target set of attributes. For each target location of the exposure space, we combine stochastic weather generation with a formal optimization approach to identify the best-fit parameter set for the stochastic generator. This parameter set should be capable of producing hydrometeorological time series with the levels of attributes corresponding to that particular target location, as detailed below.

During the optimization process, the decision variables are the parameters of the stochastic rainfall generator. The objective is to identify the parameters of the stochastic rainfall generator that minimize the difference between the values of the hydrometeorological attributes that correspond to the target location and those of the corresponding simulated values. The following objective function is proposed for minimization:

$$
F_{obj} = \sum_{k=1}^{K} \left( \left[ \frac{P^k_{li} - P^k_{hi}}{P^k_{hi}} - \frac{\hat{P}^k_{li} - \hat{P}^k_{hi}}{\hat{P}^k_{hi}} \right] \times 100\% \right)^2
$$

where $i = 1, 2, \ldots, n$ for $n$ target locations in the exposure space. For the $k$th attribute of the hydrometeorological variable of interest ($P^k$), $P^k_{li}$ represents the target level and $\hat{P}^k_{li}$ represents the simulated level from the stochastic generator. Since different attributes are likely to consist of different magnitudes, the difference between a target level and the simulated level is represented as a percentage likely to consist of different magnitudes, the difference between a target level and the simulated level is represented as a percentage.

The stochastic component of the rainfall generator can produce substantial variations in the simulation of rainfall attributes, even with a single parameter set. This randomness can affect the efficiency of the optimization process used in the inverse approach. Essentially, every iteration of the optimization involves a comparison among multiple parameter sets in terms of their ability to generate the target locations in the exposure space. However, as a result of stochastic generation, a single parameter set can lead to multiple potential locations on the exposure space (Fig. 2). This can then mislead the comparison and affect optimization efficiency, as changes made to parameters by the optimization algorithm in order to lead the search in one particular direction might actually have the opposite effect.

To illustrate this issue, consider a simple optimization problem to find the best-fit parameters of a Gaussian distribution with the objective of getting a ‘target’ sample mean of $x = 3$. Suppose that for one iteration the optimizer attempts to compare samples drawn from a simple Gaussian random generator ($X \sim N(\mu, \sigma)$) where the parameter $\mu$ is changed from 4.0 to 4.5, while holding $\sigma$ at a constant value of 1. In the upper panel of Fig. 3, we show 50 random values drawn with each parameter set. For this set of random values, the sample mean from $X \sim N(4.0, 1)$ is 4.2 compared with the sample mean from $X \sim N(4.5, 1)$, which is 4.0. Therefore, the resulted sample mean from $N(4.0, 1)$ is actually further away from the target sample mean of $x = 3$ compared with $N(4.5, 1)$, so that the search direction of the optimizer may be misled. Although this variance can be reduced with a larger sample size or a longer simulation period, it can never be completely eliminated.

To overcome this problem during optimization, the random number seed is held constant when producing the stochastic replicates. This ensures that any changes made to the parameters during the optimization process will lead the search in the desired direction. Using the same example, in the lower panel of Fig. 3 we show 50 samples drawn from both $X \sim N(4.0, 1)$ and $X \sim N(4.5, 1)$ with the same random seed used for each pair of samples, resulting in samples means of 3.9 and 4.4 respectively, thereby indicating that $N(4.0, 1)$ is better at producing a target sample mean of $x = 3$. In this way, the stochastic generator is able to proceed as efficiently as possible, as discussed further in the following section.

2.3. Random sampling issues of stochastic generators and the implications on the inverse approach

The stochastic component of the rainfall generator can produce substantial variations in the simulation of rainfall attributes, even with a single parameter set. This randomness can affect the efficiency of the optimization process used in the inverse approach. Essentially, every iteration of the optimization involves a comparison among multiple parameter sets in terms of their ability to generate the target locations in the exposure space. However, as a result of stochastic generation, a single parameter set can lead to multiple potential locations on the exposure space (Fig. 2). This can then mislead the comparison and affect optimization efficiency, as changes made to parameters by the optimization algorithm in order to lead the search in one particular direction might actually have the opposite effect.

To illustrate this issue, consider a simple optimization problem to find the best-fit parameters of a Gaussian distribution with the objective of getting a ‘target’ sample mean of $x = 3$. Suppose that for one iteration the optimizer attempts to compare samples drawn from a simple Gaussian random generator ($X \sim N(\mu, \sigma)$) where the parameter $\mu$ is changed from 4.0 to 4.5, while holding $\sigma$ at a constant value of 1. In the upper panel of Fig. 3, we show 50 random values drawn with each parameter set. For this set of random values, the sample mean from $X \sim N(4.0, 1)$ is 4.2 compared with the sample mean from $X \sim N(4.5, 1)$, which is 4.0. Therefore, the resulted sample mean from $N(4.0, 1)$ is actually further away from the target sample mean of $x = 3$ compared with $N(4.5, 1)$, so that the search direction of the optimizer may be misled. Although this variance can be reduced with a larger sample size or a longer simulation period, it can never be completely eliminated.

To overcome this problem during optimization, the random number seed is held constant when producing the stochastic replicates. This ensures that any changes made to the parameters during the optimization process will lead the search in the desired direction. Using the same example, in the lower panel of Fig. 3 we show 50 samples drawn from both $X \sim N(4.0, 1)$ and $X \sim N(4.5, 1)$ with the same random seed used for each pair of samples, resulting in samples means of 3.9 and 4.4 respectively, thereby indicating that $N(4.0, 1)$ is better at producing a target sample mean of $x = 3$. In this way, the stochastic generator is able to proceed as efficiently as possible, as discussed further in the following section.
search through the correct directions on the parameter space to find parameters that converge toward the target rainfall attributes.

As discussed in Section 2.2, it is important to emphasize that the objective of the approach is to generate samples of hydrometeorological time series with specific levels for each attribute, rather than to identify the parameter sets that will produce those parameters in a population sense. Returning to the above example, the objective is to find a stochastic replicate with sample mean \( x = 3 \) regardless of the values of the parameters \((\mu, \sigma)\) used to achieve this value. Consequently, once this goal has been met, the search can stop and the parameter values that were used to produce the stochastic time series corresponding to each target location can be discarded.

3. Case study

The proposed inverse approach is illustrated on rainfall data from a catchment in South Australia, using two stochastic rainfall generators: the Richardson model and the WGEN model. To provide a benchmark for the proposed inverse approach, its performance is also compared with that of a forward approach. The rainfall data, stochastic rainfall generators and the specific implementation of the forward and inverse approaches are described in this section.

3.1. Data

We used a rainfall time series from a gauge in the southern Mount Lofty Ranges close to Adelaide, South Australia, as a case study. The climate in this region is temperate, with most rainfall occurring in winter and spring (May to October). The mean annual rainfall was 913 mm for the study period from 1989 to 2004. The daily rainfall data over this period have been used to represent the baseline (historical) rainfall conditions.

We used four rainfall attributes as the dimensions of the exposure space, with definitions and baseline values provided in Table 1. These attributes represent key features of rainfall patterns; namely, the average daily rainfall (\( PD \)), the wet day frequency (\( WD \)), a measure of the rainfall intermittency (\( CDD \)) and a measure of extreme rainfall (Pex99). These attributes have been commonly used to assess the performance of rainfall generators (Chen and Brissette, 2014; Fowler et al., 2007; Hashmi et al., 2011; Kilsby et al., 2007; Semenov, 2007), and are also closely related to several of the indices used for the detection and attribution of climate change, as described by the Expert Team on Climate Change Detection and Indices (ETCCDI; Klein Tank et al., 2009).

For each rainfall attribute we defined a plausible range for sampling (which defined the range of each dimension within the exposure space) of between 50% and 150% of the corresponding historical value. These bounds were wider than would be expected from most climate change projections (e.g. CSIRO and Bureau of Meteorology, 2015; Stocker et al., 2013), to encompass a large range of climate projections (for example from climate models) in the exposure space.

3.2. Stochastic rainfall generators

Two versions of the Richardson-type stochastic rainfall generator with different levels of complexity were used to generate the exposure space. We started with a simplified four-parameter model, which assumes uniform rainfall characteristics over the year. The advantage of this model is that it is possible to analytically derive the parameters that correspond to each target location in the exposure space. However, this simplified model uses a single value for each parameter throughout the year, and thus is unable to capture seasonal-scale variability. To highlight some practical issues with rainfall sampling, we then considered a more complex and widely used model—namely the WGEN (Richardson and Wright, 1984).

3.2.1. The four-parameter Richardson model

The simplified Richardson-type rainfall generator uses the following four parameters:

- The two parameters of the 1st order two-state Markov chain used for representing the transition probabilities of rainfall occurrence: \( p_{dd} \) (dry–dry probability) and \( p_{wd} \) (wet–dry probability), and
- The two parameters of a gamma distribution for representing the rainfall intensity on wet days: \( \alpha \) (scale) and \( \beta \) (shape).

An approximate analytical expression relating two of the four output rainfall attributes (\( PD \) and \( WD \)) to the model parameters is given in Dubrovský et al. (2000) as:

\[
PD = \frac{\alpha}{\beta} \frac{WD}{365.25} \\
WD = 365.25 \times \frac{(1 - p_{dd})}{(1 - p_{dd} + p_{wd})}
\]

These analytical expressions have been used when exploring the implications of random sampling issues on the inverse generation approach (Section 4.1.3).

3.2.2. The WGEN model

The WGEN model (Richardson and Wright, 1984) has the same structure as the simplified Richardson model, except that it uses a unique set of the four parameters for each month of the year, leading to a total of 48 parameters. This model has been used widely for climate impact studies, and is generally shown to capture most of the key features of daily rainfall series (Bastola et al., 2011; Katz, 2002; Kim et al., 2007).

Since the proposed inverse approach involves optimization of the parameter values, a search space with low dimension (i.e. consisting of a small number of parameters as decision variables) is desired. To reduce the size of the parameter space in the inverse approach, the number of decision variables to be considered was reduced from 48 to eight by fitting harmonic functions to describe the seasonal variations of each parameter (Prudhomme et al., 2013). The harmonic function takes the form of:

\[
\beta(t) = \beta_0 + A \left( \cos \frac{2\pi}{T} (t - \Phi) \right)
\]

where \( \beta(t) \) represents one of the four parameters during month \( t = 1, \ldots, T \) with \( T = 12 \), \( \beta_0 \) represents the arithmetic mean of the parameter, \( A \) represents the amplitude and \( \Phi \) corresponds to the month where the maximum occurs. It is worth mentioning that although parameter \( \Phi \) can be varied as part of the optimization, the four-attribute exposure space in this case study was not designed to focus on shifts in rainfall seasonality (Section 3.1), so
that \( \Phi \) was held constant at its historically optimal value. To determine the value of \( \Phi \), we obtained the monthly estimates of \( p_{\text{obs}}, \rho, \alpha \) and \( \beta \) (based on the method in Richardson (1981)) using the historical rainfall data, and fitted a harmonic function to each parameter (Fig. 4). The corresponding values of \( \Phi \) were thus identified to be 2, 1, 8 and 1 (i.e., February, January, August and January) for the four parameters, respectively. As a result, the optimization was performed on the mean \((\mu_0)\) and amplitude \((A)\) of each of the four model parameters, leading to an eight dimensional search space.

### 3.3. Sampling approach

As illustrated in Fig. 1, application of the forward approach involves sampling the parameter space prior to using the stochastic model. Similarly, application of the inverse sampling approach involves the identification of target locations in the exposure space as the basis for optimization. One approach to sampling both the parameter space (in the forward approach) and exposure space (in the inverse approach) is to define a grid of evenly spaced points over the entire space. However, this can be inefficient, particularly for high-dimensional problems (for a large number of parameters/attributes in the exposure space in the forward/inverse approach).

For example, if one wished to sample on a grid of width 10 for the parameter space of the four-parameter Richardson model, then it would be necessary to evaluate a total of \( 10^4 = 10,000 \) separate parameter sets. This issue is particularly pertinent for the inverse approach, since optimization is required to find a parameter set that corresponds to each point in the exposure space. Therefore, to provide even coverage of the parameter or exposure space while keeping the sample sizes low, two structured sampling techniques have been employed, namely Latin hypercube sampling (LHS) and improved distributed hypercube sampling (IHS).

The objective of the analysis in this paper is to illustrate the inverse approach, by comparing its performance with the forward approach. Therefore for consistency, the objective of the sampling approach was to obtain 100 samples within the exposure space. For the forward approach, it is not known \emph{a priori} whether a particular parameter set in the parameter space will yield a sample in our exposure space (i.e. within the plausible range of 50–150% for each rainfall attribute, as defined in Section 3.1), so that the number of samples that need to be drawn from the parameter space is not known. To determine the total number of samples in a computationally efficient manner, we used the Latin hypercube sampling (LHS) method, which allows starting with a small sample size and adding new samples while keeping the previously generated ones. The LHS method involves sampling \( M \) variables with a desired sample size \( N \) by dividing the range of each variable into \( N \) equally probable intervals. \( N \) samples are then drawn so that any interval for each variable is only sampled once (Stein, 1987). To add \( n \) new sample points, the existing design is re-divided into \( (N+n) \) intervals; the \( N \) old samples are kept which occupy \( N \) intervals, and then \( n \) new samples are drawn to fill the remaining \( n \) intervals.

Unlike the LHS method, the IHS method (Manteufel, 2001; Beachkofski and Grandhi, 2002) requires that the number of samples be specified \emph{a priori}, but ensures more even coverage of the sampling space. This latter feature is attractive when sparsely sampling potentially high-dimensional spaces, and is therefore recommended to determine the target locations in the exposure space for the inverse sampling approach. The IHS method is similar to the LHS method, with two additional objectives:

1. The average minimum distance between sample points equals the optimal distance \( d_{\text{opt}} \). That is, if the span of each output variable is normalized to 1 so that the entire sample space is a hypercube of volume 1, then each sample point should cover an equal hypervolume (with dimension of \( M \)) within the entire space. This gives the optimal distance between sample points, i.e. \( d_{\text{opt}} = \frac{1}{\sqrt[\text{dim}]{N_{\text{sample}}}} \).
2. The coefficient of variance (COV) of all minima between each pair of sample points is close to zero.

![Fig. 4. The monthly variations of \( p_{\text{obs}}, \rho, \alpha \) and \( \beta \) for WGEN to determine the values of \( \Phi \), obtained from existing rainfall data, black dots represent individual parameter values estimated for each month, whereas red curves show the fitted harmonic functions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
3.4. Implementation of forward approach

As mentioned previously, the forward approach has been used to provide a benchmark against which the utility of the proposed inverse approach can be assessed. The approach involves the following steps:

1. The parameter space is constructed by selecting appropriate ranges of the parameters for the stochastic generators;
2. Parameter sets are drawn from the parameter space using a sampling strategy such as the LHS method described in Section 3.3;
3. The sampled parameter sets are used to generate time series of the hydrometeorological variables of interest (in this case, rainfall); and
4. The values of the attributes that define the exposure space are calculated for each of the generated hydrometeorological time series.

For the simple four-parameter Richardson model, the ‘transition probability’ parameters (\(p_{\text{ad}}\) and \(p_{\text{wd}}\)) both vary between 0 and 1. The two ‘rainfall intensity’ parameters (\(\alpha\) and \(\beta\)) are for the gamma distribution and should be greater than 0 (Note that their values are mostly between 0 and 1 when calibrated to historical data; see Richardson and Wright, 1984). From a preliminary analysis for our case study, \(\alpha\) and \(\beta\) values of 0.56 and 0.10 were obtained respectively, yielding rainfall time series with attributes that are close to the historical data. Therefore, although \(\alpha\) and \(\beta\) do not physically have upper bounds and can take any value above 0, their ranges were set to be between 0 and 1 in the forward approach based on their historical values. The use of such a small range ensures that the parameter space surrounding the historical levels of the parameters is sufficiently sampled. For WGEN, the parameter ranges were defined in a similar way, so that the bounds of both the transition probability and rainfall intensity parameters were set to 0 and 1 for all months.

As mentioned previously, for both stochastic models, LHS was used to sample the parameter space. An initial Latin hypercube sample size of 100 parameter sets was used, and this was incremented until 100 rainfall time series were generated with attributes within the plausible bounds of the exposure space.

3.5. Implementation of proposed inverse approach

A general description of the inverse approach was provided in Section 2.2. The IHS method (Section 3.3) was used to determine the target locations for the optimization, which consist of 100 sets of combined levels of the four rainfall attributes that uniformly cover the exposure space.

For each target location, the best-fit parameter sets for both the four-parameter Richardson model and the WGEN model were identified using optimization. The shuffled complex evolution algorithm (Duan et al., 1993) was used as the optimization engine, due to its proven ability for solving complex optimization problems in hydrological studies (Gupta et al., 1999; Thyer et al., 1999; Wang et al., 2010). Based on the general formulation in Eq. (1), the objective function to be minimized for both stochastic models was:

\[
F_{\text{obj}} = \sqrt{\left(\frac{PD_{\text{his}} - PD_{\text{sim}}}{PD_{\text{his}}}\right)^2 + 100} + \sqrt{\left(\frac{CDD_{\text{his}} - CDD_{\text{sim}}}{CDD_{\text{his}}}\right)^2 + 100} + \sqrt{\left(\frac{P_{\text{ex},99} - P_{\text{ex},99,\text{his}}}{P_{\text{ex},99,\text{his}}}\right)^2 + 100} + \sqrt{\left(\frac{WD_{\text{his}} - WD_{\text{sim}}}{WD_{\text{his}}}\right)^2 + 100} + \sqrt{\left(\frac{WD_{\text{his}} - WD_{\text{sim}}}{WD_{\text{his}}}\right)^2 + 100} \]

The constraints of the optimization consist of the plausible ranges of the parameters for both models. As mentioned in Section 3.4, the plausible range for the probability parameters (\(p_{\text{ad}}\)’s and \(p_{\text{wd}}\)’s) is between 0 and 1; for the intensity parameters (\(\alpha\)’s and \(\beta\)’s), which do not have a physical upper limit, we defined the range to be between 0 to \(10^4\), which was wider than the range used for the forward approach (Section 3.4) to enable more extensive searching within the defined range.

For the WGEN model, since a harmonic function has been fitted to the monthly values of each of the probability and intensity parameters (Section 3.2.2), the actual decision variables for the optimization were the parameters of the harmonic functions (i.e. \(\beta_0\) and \(A\)), which represent the mean and amplitude respectively, as in Eq. (4)). To ensure that the probability parameters were always within 0 and 1 while the intensity parameters were always within 0 and \(10^4\) during the optimization process, the values of the mean and amplitude for each of these parameters have been optimized sequentially. In the first step, the mean value of each parameter has been optimized with the amplitude kept as zero. Once the mean has been determined, a second optimization was conducted to estimate the amplitude. For example, if the mean of \(p_{\text{ad}}\) is found by the optimizer to be 0.3 in the first step, its amplitude must be constrained between 0 and 0.3 in the second step to avoid values of \(p_{\text{ad}}\) going beyond 0 and 1.

It should be noted that in determining the target locations, the IHS only checks the multi-dimensional uniformity of the overall distribution, without considering the physical interpretation for each individual target location. Therefore, it is important to ensure that each target location selected is physically plausible. For example, \(PD\) should always be less than \(Pex_{99}\), and \(WD\) should never exceed 365 days. For this study, these constraints were automatically satisfied because a relatively small plausible range of 50–150% was selected for each attribute. If the rainfall samples are required to show larger variances, it may be necessary to impose additional constraints in the optimization procedure to ensure the resultant samples remain physically plausible.

4. Results

4.1. The four-parameter Richardson model

4.1.1. Forward approach

The coverage of the exposure space obtained by applying the forward approach to the four-parameter Richardson model is shown in Fig. 5, which shows high variances in some rainfall attributes. In particular, the generated \(PD\), \(CDD\) and \(Pex_{99}\) can go up to 15,000%, 6000% and 80,000% of their corresponding historical values, respectively (Fig. 5a), which are well outside the bounds of the exposure space. The sampled \(WD\) has lower variance with values up to only 226% of the historical values (since a year contains a maximum of 365 or 366 days), however, these values are still above the upper limit of the exposure space of 150%. The high variance leads to low sampling efficiency – to obtain 100 sets of combined levels of rainfall attributes within our exposure space, a total of 7635 LHS samples of parameter sets had to be generated (i.e. 98.7% samples were unacceptable and discarded). All 7635 sets
of rainfall attributes are plotted in Fig. 5a, with the 100 plausible samples shown in Fig. 5b.

In addition to the issue of inefficient sampling, based on both a visual inspection of the coverage on the exposure space as well as consideration of the correlation coefficients, it is clear that the coverage of the exposure space is uneven (Fig. 5b). In particular, samples are clustered in small regions of the exposure space for each rainfall attribute, with other parts of the space receiving limited or no coverage. For example, the correlation between PD and Pex99 is quite high, which results in better coverage over regions closer to the diagonal of the joint distribution of PD and Pex99 than other regions.

The above problems with using the forward approach are most likely due to the non-linear translation from parameters to rainfall attributes through the stochastic generator, so that large variations in certain regions in parameters space result in small variations in exposure space and vice versa. This non-linearity will be further illustrated in the next section with the distribution of parameters identified through the inverse approach.

4.1.2. Inverse approach

Fig. 6a shows the 100 target locations of desired rainfall attributes that have been determined using the IHS approach (Section 3.3). As can be seen, the IHS approach generates samples that appear to be uniformly distributed across the exposure space, with even coverage across each attribute and low cross-correlations between attributes.

The final set of combined levels of attributes corresponding to each of the 100 stochastically generated rainfall time series obtained using the inverse approach is presented in Fig. 6b. As
can be seen, the optimization-based approach is effective in producing the desired levels of rainfall attributes (i.e. target locations), with all of the 100 samples falling within the bounds of the exposure space and with relatively even coverage of the exposure space (Fig. 6b). Therefore, the inverse approach delivers much better coverage of the exposure space than the forward approach (Fig. 5).

Fig. 7 shows the values of the 100 parameter sets for the four-parameter Richardson model, identified via application of the inverse approach, highlighting the non-linear mapping between parameter space and exposure space. This is best illustrated with the non-uniform distribution of the best-fit parameters, in contrast to the uniform distribution of the exposure space (Fig. 6). Furthermore, the parameters have considerably different ranges compared with the a priori [0, 1] ranges that were specified for the forward approach. For example, the values of $p_{dd}$ generally vary within a narrower range of 0.5–0.9, whereas values of $x$ are as high as 10. Therefore, the ranges of [0, 1] defined for the four parameters in the forward approach (as detailed in Section 3.4) can significantly limit the resultant coverage of the exposure space. This also reflects the high degree of non-linearity in the mapping between the parameter values and the exposure space, as a small change in the exposure space may result in a large shift in parameter space.

Interestingly, for the case study considered, although the inverse approach had the additional step of parameter optimization, the computational time required to obtain 100 samples was 32.6% shorter than for the forward approach. This is likely due to the large number of samples that were discarded in the forward approach.

4.1.3. Implications of random sampling on the inverse approach

In the above example, we fixed the random seed of the random number generator during the optimization process due to reasons discussed in Section 2.3. To illustrate the importance of this aspect of the optimization, we use the analytical expressions in Eqs. (2) and (3) to estimate the model parameters that will yield individual target locations from a grid consisting five evenly-spaced levels for each of $WD$ and $PD$ (50%, 75%, 100%, 125% and 150% of their historical values). These locations within the exposure space are given as green dots in Fig. 8. We then generated 100 stochastic replicates from each of these parameter sets with different random seeds, which are shown as blue and red scatter about each of the target locations in Fig. 8.

The stochastic nature of the model is clear for all target locations. For each parameter set, the 100 replicates of $WD$ vary up to ±10% around their target level, which is similar for all target levels of $WD$ and $PD$. In contrast, the 100 replicates of $PD$ are closer to the target level for smaller $PD$ (e.g. up to ±15% around where the target level is 50%), while for larger $PD$ target levels the spread among replicates increases substantially (e.g. up to ±40% around where the target level is 150%). Compared with the sampling resolution required in this study (shown in Fig. 6a), the variability in Fig. 8 is in fact much higher, which can adversely affect the capacity of the optimizer to find parameters that correspond to each target location, as discussed in Section 2.3.

4.2. The WGEN model

4.2.1. Forward approach

The coverage of the exposure space obtained by applying the forward approach to the WGEN model is shown in Fig. 9. Similar to the results for the four-parameter model (Section 4.1.1), the forward approach shows low efficiency: to obtain 100 sets of rainfall attributes within the range of the exposure space, 1453 LHS samples of WGEN parameter sets were required (Fig. 9a), which means that only 93.1% of samples were discarded. With the 100 plausible sets in Fig. 9b, the coverage of the exposure space is poor, which is also evident through the high pairwise correlations (such as between $PD$ and $Pex99$ and between $WD$ and $CDD$).

4.2.2. Inverse approach

To examine the performance of the inverse approach with WGEN, the 100 target locations which have been determined using the LHS approach (Section 3.3) are plotted in Fig. 10a. The final optimized set of attributes corresponding to each of the 100 stochastically generated rainfall time series is presented in Fig. 10b. The inverse approach is generally effective in evenly covering the exposure space and reproducing these target locations. In particular, this approach delivers much better coverage of the
exposure space than the forward approach (Fig. 9) in the following aspects:

1. All of the 100 samples are within the plausible output space defined in Table 1, suggesting effective control over the values of individual rainfall attributes; and
2. The joint distribution of multiple rainfall attributes is much more uniform across the exposure space, and the pairwise correlations between different attributes are reduced.

As an alternative approach to assessing the relative uniformity of the sampling in the exposure space, the minimum distances between sample points in the exposure space are compared for both the forward (as orange dots in Fig. 11) and inverse approaches (as blue dots in Fig. 11). The results show that the inverse sampling approach produces a more uniform coverage, as the minima between sample points are closer to the optimal distance, \( d_{opt} = 0.32 \) (see Section 3.3). Furthermore, the coefficient of variance (COV) of these minimum distances is also much lower (i.e. 0.52 for the inverse approach compared with 2.90 for the forward approach).

It is worth noting that to obtain 100 sample points on the exposure space with the WGEN model, the overall execution time required for implementing the inverse approach is 73% longer than that for the forward approach. This is most likely due to the difficulty in solving optimization problems with a larger number of parameters, as a result of the larger search space that has to be explored. However, the inverse approach ensures uniform coverage of the exposure space with the desired resolution, which is the key objective for constructing the exposure space. In contrast,
the forward approach failed to obtain such coverage. Therefore, although associated with a higher computational expense, the proposed inverse approach is the only way of achieving the desired coverage of the exposure space.

5. Discussion

This study presented a framework for sampling various rainfall conditions to construct an exposure space for scenario-neutral climate impact assessments. Here, we discuss some practical considerations, as well as possible future adaptations of the framework.

5.1. Design of exposure space to represent more complex potential climate changes

The four rainfall attributes considered in the exposure space for this study (i.e. PD, WD, CDD and Pex99) are good descriptors of a range of changes of annual precipitation characteristics. However, there is also a range of other rainfall attributes that might be important when considering the impact of climate change, such as changes at seasonal or interannual timescales (e.g. Christensen et al., 2007; Johnson et al., 2011; Kwon et al., 2009). Furthermore, potential future variations in other climatic features, such as temperature, solar radiation and evapotranspiration, may also have a substantial impact on water resources (for examples see Chiew and McMahon, 2002a; Prudhomme and Williamson, 2013).

The inverse approach presented here is sufficiently flexible to cater to all attributes in the exposure space that are of interest (provided they can be generated with an appropriate stochastic generator), although this comes at the expense of additional computational cost. Considering the trade-off between the flexibility of producing different climate patterns and computational effort, it is important to identify key hydrometeorological variables of interest, as well as their attributes, based on an understanding of the behavior of the system being analyzed.

Depending on the specific hydrometeorological variables involved, the format of the objective function may require modification from Eq. (1), which was designed assuming multiplicative perturbations to attributes (e.g. changes expressed as a percentage of the historical value). For example, temperature changes are typically represented in an additive way (e.g. increases in temperature by degrees Celsius; for examples see Chiew and McMahon, 2002a; Kingston et al., 2009), and this would require an adjustment to the objective function in Eq. (1).

In this study, the boundary of the exposure space was set at 50–150% of the historical values of each attribute, which is sufficiently wide to incorporate a large number of possible changes in each of the rainfall attributes, while also using the same percentage changes across attributes to facilitate illustration. However, this framework can be easily adapted to incorporate tailored bounds for the exposure space, which should be carefully selected to suit the case study under consideration. In particular, if the bounds deviate too far from present conditions, a significant portion of samples will be unrealistic, even when extreme climate change impacts are considered. Conversely, if the bounds are too narrow, system response to some plausible climatic changes might not be considered (Whateley et al., 2014). Multiple sources of information could be considered in selecting these bounds, including GCM-based climate projections (e.g. Collins et al., 2013) of possible future climatic changes, and additional lines of evidence on possible changes to key variables, such as from long-term paleoclimatology reconstructions (e.g. Ault et al., 2014; Hansen and Sato, 2012; Ho et al., 2015). In addition, it is worth specifying an exposure space with bounds that are wider than the range suggested from all currently available sources of information, so that additional climate change projections can be included in the analysis as they are developed (Steinschneider and Brown, 2013).

Finally, when determining the target locations consisting of different hydrometeorological attributes on the exposure space, it is desirable to ensure the physical realism of each individual location so that corresponding time series can be obtained with the aid of stochastic weather generators. This requires not only ensuring that the target levels of individual attribute are realistic (such as the constraints for the levels of WD, as discussed in Section 3.5), but also maintaining physically plausible relationships among multiple attributes (for example, a target location cannot consist a WD value of 100 days with a CDD value of 300 days, because this combination means that the annual average wet day is 100 days while the annual average dry spell length is 300 days, which is physically unrealistic).

5.2. Stochastic generation of the exposure space

In this study, we used a sample size of 100 to represent different levels of changes for each individual attribute considered in the exposure space, with fixing the random seed across replicates to facilitate improved convergence during the optimization process. In this way, however, there is likely to be limited variability in between time series corresponding to different points on the exposure space, except for variations related to the target statistics.

This issue can be addressed in at least three ways:

1. Increase the sample size, and thus the coverage resolution in the exposure space. Increasing the exposure space resolution is likely to be particularly useful when the number of attributes increases, as this will lead to a corresponding increase in the dimensionality of the exposure space.

2. The length of each sample can be increased. Currently, the length is equal to the length of the historical data series (i.e. 15 years). However, it would be trivial to allow the simulation to run for longer periods of time to obtain greater stochastic variation. This will require the same number of optimized parameter sets, although because of the use of the same initial seed, there will still be significant similarities between individual samples.

3. The procedure can be repeated multiple times with different random seeds for each iteration, thereby generating multiple replicates. This would substantially increase the level of stochastic variability, although at the expense of additional computational time.
This problem is further complicated within the proposed inverse approach as the values of the objective function for optimization are based on results from stochastic models.

Equi-finality issues are likely to be greatest for low-dimensional exposure spaces, since higher-dimensional exposure spaces add constraints to the parameter space. For example, the chance that two contrasting combinations of $P_{\text{dd}}$ and $P_{\text{wd}}$ lead to the same combination of $WD$ and $CDD$ is much lower compared to that resulting in the same level of $WD$ in isolation. Thus, increasing the number of attributes considered could have the additional advantage of reducing the number of feasible parameter sets to be considered.

It is worth noting that although equi-finality is likely to occur when the proposed inverse approach is implemented, the aim of the approach is to identify time series of outputs from the stochastic generator that result in desired values of the attributes included in the exposure space, and not to the identification of the resulting parameters in the stochastic generator, as discussed in Section 2.3. However, when different parameter sets lead to the same combination of attributes on the exposure space, the different time series of hydrometeorological variables which they produce can consist of varying degrees of physical realism. Therefore, checking the physical realism of the generated time series can potentially help to eliminate unrealistic parameter sets and thus resolve any equi-finality issues.

5.4. Computational efficiency and execution time

In our particular implementation of the proposed inverse approach, the computational time required to produce 100 evenly distributed samples is around eight hours using an Intel Xeon E3 (2.60 GHz, 8 Cores) processor with 32 GB RAM for both the four-parameter model and the WGGEN, suggesting a relatively high computational demand. However, in general, the computational effort required is dependent on a number of practical specifications, including the operating system, programming language and algorithm used. As the key focus of this study is to introduce and illustrate a new method, the above-mentioned specifications have not been optimized for computational efficiency. We have used the R package Ihs (Carnell, 2012) for obtaining samples over the exposure space with the IHS and LHS methods, together with the shuffled complex evolution algorithm embedded in the R package hydromad (Andrews and Guillaume, 2013) for solving the optimal parameter values for the stochastic generator. We have also developed our own R-scripts to execute the four-parameter Richardson and the WGGEN models. It is expected that an improved integration of these different modeling components with the aid of other programming languages, such as Fortran or C++, will further increase computational efficiency.

6. Conclusions

Generation of exposure spaces for scenario-neutral climate impact assessments should consider a range of potential variations in relevant hydrometeorological variables, including shifts in the average, intermittency, variability and extremes. The 'exposure space' describes the range of conditions of interest that a system may be exposed to under a future climate, and this paper presents and demonstrates an inverse approach to stochastically generating hydrometeorological time series to uniformly cover this exposure space.

The utility of the proposed inverse approach is benchmarked against a forward approach for rainfall generation for a South Australian catchment, using two Richardson-type stochastic rainfall generators of varying complexity. The results highlight the highly non-linear translation from parameter space to exposure space, and thus the need for the proposed inverse approach in order to
obtain a relatively uniform coverage of the exposure space. For both models, the inverse approach demonstrates better control of the sampling range, with 100% of samples falling within the exposure space. Furthermore, the uniformity of the coverage of the four-dimensional exposure space is substantially improved.

Several potential adaptations for future implementations of the framework have been discussed, including: (1) the design of the exposure space to represent more complex changes in climate; (2) improvements to the way that stochastic samples in the exposure space are generated; (3) ways of reducing the effects of equifinality during the optimization process; and (4) methods for increasing computational efficiency. The flexibility of the proposed inverse approach enables consideration of all climate attributes of interest at the desired resolution, thereby expanding the applicability of the scenario-neutral approach to evaluating a water resource system's sensitivity to a wide range of plausible changes in climate.
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